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#### Abstract

In this paper, we prove the existence of an isometric embedding near the origin in $\mathbf{R}^{\mathbf{3}}$ of a two-dimensional metric with nonpositive Gaussian curvature. The Gaussian curvature can be allowed to be highly degenerate near the origin. Through the Gauss-Codazzi equations, the embedding problem is reduced to a $2 \times 2$ system of the first order derivaties and is solved via the method of Nash-Moser-Hörmander iterative scheme.


## 1. Introduction

Given a smooth $n$-dimensional Riemannian manifold ( $M_{n}, g$ ), can we find its smooth isometric embedding in the Euclidean space $\mathbf{R}^{\mathbf{P}}$ ? This is a long standing problem in Differential Geometry. As is well-known, the necessary condition is $p \geq s_{n}=n(n+1) / 2$. For this problem there are two aspects. One is global and another is local. The result on the existence of global smooth isometric embedding is first due to Nash in [14]. For a simplified proof and an improved result, see [3]. For the local embedding, we are interested only in the case $p=s_{n}$. The first general result was obtained by Janet and Cartan.

Janet-Cartan Theorem. Any analytic n-dimensional Riemannian manifold always has a local analytic isometric embedding in $\mathbf{R}^{\mathbf{S}_{\mathbf{n}}}$.

The smooth case remains open in general. The following conjecture was posed by Schlaefli in 1873, and also recently reposed by Yau in

[^0][17] and [18]: any smooth surface always has a local smooth isometric embedding in $\mathbf{R}^{\mathbf{3}}$.

Suppose a metric $g$ defined in an open set $U \subset \mathbf{R}^{\mathbf{2}}$ is given by

$$
g=\sum_{i, j=1}^{2} g_{i j} d x_{i} d x_{j}
$$

Isometrically immersing $g$ in $\mathbf{R}^{\mathbf{3}}$ is equivalent to finding a function $\mathbf{r}=$ $\left(X_{1}, X_{2}, X_{3}\right): U \rightarrow \mathbf{R}^{\mathbf{3}}$ such that

$$
d X_{1}^{2}+d X_{2}^{2}+d X_{3}^{2}=g
$$

or

$$
\begin{equation*}
\sum_{\alpha=1}^{3} \frac{\partial X_{\alpha}}{d x_{i}} \cdot \frac{\partial X_{\alpha}}{d x_{j}}=g_{i j}, \quad i, j=1,2 . \tag{1.1}
\end{equation*}
$$

This is a first order differential system of three equations for three unknown functions. However, such a system cannot be covered by the general theory of first order differential systems. In order to study this system, we change it to an equivalent differential equation. By a straightforward calculation, one can check that the solvability of (1.1) is equivalent to the solvability of the following equation:

$$
\begin{equation*}
\operatorname{det}\left(\nabla^{2} u\right)=K \operatorname{det}\left(g_{i j}\right)\left(1-|\nabla u|^{2}\right), \tag{1.2}
\end{equation*}
$$

with $|\nabla u|<1$, where $\nabla$ denotes the covariant derivatives with respect to $g$ and $K$ is the Gaussian curvature. Then (1.2) can be written as

$$
\operatorname{det}\left(u_{i j}-\Gamma_{i j}^{k} u_{k}\right)=K \operatorname{det}\left(g_{i j}\right)\left(1-g^{i j} u_{i} u_{j}\right)
$$

where $\Gamma_{i j}^{k}$ is the Christoffel symbol and $\left(g^{i j}\right)$ is the inverse of $\left(g_{i j}\right)$.
Equation (1.2) is called the Darboux equation. It is a fully nonlinear equation of the Monge-Ampère type. We are interested in a local solution in a neighborhood of any given point $p \in U$. The type of Equation (1.2) is determined by the sign of the Guassian curvature $K$. It is elliptic if $K$ is positive, and hyperbolic if $K$ negative. It is degenerate if $K$ vanishes.

In the case that the Gaussian curvature $K$ does not vanish at $0 \in U$, (1.2) can be solved easily in a neighborhood of 0 . The difficulty arises if $K$ vanishes. In this direction, Lin made an important breakthrough
in [8] and [9]. By a delicate analysis, he obtained the existence of local solution of (1.2) and hence the sufficiently smooth isometric embedding for the following two cases: $K(0)=0$ and $d K(0) \neq 0$, or $K(0)=0$ and $K$ nonnegative in a neighborhood of the point 0 . Later on, Nakamura [12] proved the local isometric embedding if $K(0)=0, d K(0)=0$ and $\operatorname{Hess} K(0)<0$. Evidently, $K$ is nonpositive near point 0 and the leading part of $K$ is an irreducible quadratic polynomial. For the case of nonpositive Gaussian curvature, Hong [5] also proved the local isometric embedding in a neighborhood of 0 if $K=h g^{2 m}$, where $h$ is a negative function and $g$ is a function with $g(0)=0$ and $d g(0) \neq 0$. All these results are based on the careful study of (1.2).

In the present paper, we shall study the local isometric embedding of metrics with nonpositive curvature. We first present the main result.

We make the following assumption:
(A) For some positive integer l, some small constant $\delta>0$ and some coordinate system $(x, t)$ around the origin, there is a neighborhood $N$ of 0 , such that the following holds: for any $C^{1}$ function $u$ with $|u|_{C^{1}(N)}<\delta, N$ is separated into finitely many subdomains by $C^{1}$ curves $\gamma_{i}: t=t_{i}(x), i=1, \ldots, l$, with $t_{i}(0)=0, t_{i}^{\prime}(0) \neq t_{j}^{\prime}(0)$ for $i \neq j$, and the function $\partial_{t} K+u \partial_{x} K$ changes its sign only across $\gamma_{1}, \ldots, \gamma_{l}$. Moreover, none of the curves $\gamma_{i}, i=1, \ldots, l$, is tangent to the $t$-axis or $x$-axis.

Although the assumption (A) looks complicated, it has a simple geometric interpretation. It means that the zero set of $\partial_{t} K$ consists of finitely many curves meeting nontangentially at the origin and that such a picture is preserved under the perturbation of the directional derivatives of $K$. As we will show in Section 7, the assumption (A) covers a large class of Gaussian curvature, including the cases in [12] and [5].

The main result we will prove is the following:
Theorem 1.1. Suppose a given $C^{r}$ metric $g$, with $K \leq 0$, satisfies (A) for some $r>2 l+12$. Then $g$ admits a $C^{r-l-6}$ local isometric embedding in $\mathbf{R}^{3}$.

Now we present two results which are the special cases of Theorem 1.1.

Theorem 1.2. Suppose $g$ is a $C^{r}$ metric whose Gaussian curvature $K$ is nonpositive and given in a neighborhood of 0 by

$$
\begin{equation*}
K=-\left(\nu_{1} \cdot(x, t)\right)^{2} \cdots\left(\nu_{k} \cdot(x, t)\right)^{2} Q(x, t)+\text { h.o.t. } \tag{1.3}
\end{equation*}
$$

where $Q(x, t)$ is a homogeneous polynomial of degree $l-2 k$ with $Q(x, t)>$ 0 for $(x, t) \neq 0$ and $\nu_{1}, \ldots, \nu_{k}$ are distinct unit vectors. If $r>2 l+12$, then $g$ admits a $C^{r-l-6}$ local isometric embedding in $\mathbf{R}^{3}$.

An important case in (1.3) is given when the square of the linear functions are not present. In other words, $K$ is given by

$$
K=-Q(x, t)+\text { h.o.t. }
$$

where $Q(x, t)$ is a homogeneous polynomial of degree $l$ with $Q(x, t)>0$ for $(x, t) \neq 0$. Another special case is given if the leading polynomial is quadratic.

Theorem 1.3. Suppose $g$ is a $C^{r}$ metric whose Gaussian curvature $K$ is given in a neighborhood of 0 by

$$
\begin{equation*}
K=h(x, t) Q(x, t) \prod_{j=1}^{k}\left(\nu_{j} \cdot(x, t)-c_{j}(x, t)\right)^{2 n_{j}} \tag{1.4}
\end{equation*}
$$

where $h$ is a function with $h(0)<0, Q(x, t)$ is homogeneous polynomial of degree $l-2 k$ with $Q(x, t)>0$ for $(x, t) \neq 0, n_{1}, \ldots, n_{k}$ are positive integers, $\nu_{1}, \ldots, \nu_{k}$ are distinct unit vectors and $c_{1}, \ldots, c_{k}$ are $C^{1}$ functions with $c_{j}(0)=0$ and $\nabla c_{j}(0)=0$. If $r>2 l+12$, then $g$ admits $a$ $C^{r-l-6}$ local isometric embedding in $\mathbf{R}^{3}$.

For a nonpositive function $K$, its least vanishing order is two. The condition (1.3) means that the leading polynomial of $K$ vanishes with the least order along its zero set. In this case, the leading polynomial is decisive and the higher order term does not play any role. If the leading polynomial of $K$ vanishes at the higher order, we need more precise description of $K$ itself. The condition (1.4) implies in particular that $K$ vanishes at the same order along each curve in its zero set except at the origin. If $n_{1}=\cdots=n_{k}=1$ in (1.4), it reduces to (1.3).

Now we describe our method to prove Theorem 1.1, which is different from all methods employed before. We begin with Gauss-Codazzi system, instead of Darboux equation (1.2). The Fundamental Theorem of Surface Theory reduces an embedding of an abstract surface to
the construction of a smooth solution of the Gauss-Codazzi system. If the Gaussian curvature is negative, a differential system equivalent to Gauss-Codazzi system was derived first by Rozhdestvenskiŭ [16] when the metric is in the geodesic form, and then by Poznyak in the general case. This system is quasilinear of the hyperbolic type, whose characteristics are the integral curves defined by simple ordinary differential equations. However, such a system cannot be employed directly in our study because the Gaussian curvature is allowed to vanish. To overcome this, we change the Rozhdestvenskiur-Poznyak system into another equivalent system, with no restriction on the Gaussian curvatures. In fact the new system can be derived directly from the Gauss-Codazzi system. We shall do so in the present paper. We mention the Rozhdestvenskiü-Poznyak system because its simple characterization of the characteristics is the basis for our a priori estimates. For discussions of the RozhdestvenskiĭPoznyak system and its applications, see [15] and references there.

The new system is a $2 \times 2$ quasilinear differential system of the first order in $\mathbf{R}^{\mathbf{2}}=\{(\mathbf{x}, \mathbf{t})\}$. In order to solve this system, we need to study its linearized system. The linearized system is hyperbolic if Gaussian curvature $K$ is nonpositive, and is degenerate while $K$ vanishes. So far, there is no general result on the solvability of the Cauchy problem for the degenerate hyperbolic systems. We have to take advantage of the special features of our system. In general, an efficient method to study first order differential systems is to symmetrize the system and then attempt to derive energy estimates, as in [2]. However, symmetrization would destroy the special feature of our system. In our case, an essential quantity is the derivative of Guassian curvature $K$ in the time direction, i.e., $\partial_{t} K$. In the region where the time derivative is positive, a priori estimates for the linearized equation can be obtained by relating this system to the linearized equation of the Rozhdestvenskiul-Poznyak system, for which we can follow the characteristic curves easily. In fact we compare our solution with a solution to a single differential equation and the difference is the solution to the Rozhdestvenskiur-Poznyak system. The case when the time derivative is negative is tricky. If we follow a similar process for the case of positive time derivative, we can only get estimates on one component of solutions, which are vectors of two components. To continue, we need to differentiate the linearized equation and study the resulted equation satisfied by the derivatives of solutions. It turns out this equation has the same property of the original equation. Now we have an estimate on one component of solutions and its derivatives. From this extra information on the derivatives of
one component, we can get estimates on another component (itself). Last we need the assumption (A) to put all these estimates together.

It would be desirable that the condition (A) be removed. We are unable to achieve this in the present paper. We should mention that in general a degenerate hyperbolic system may have no local solutions. For such an example, see Egorov [1].

Recently, Nadirashvili [10] constructed a smooth metric in the unit disc $B_{1} \subset \mathbf{R}^{\mathbf{2}}$ with no smooth isometric embedding of $\left(B_{r}, g\right)$ in $\mathbf{R}^{\mathbf{3}}$ for any $r>0$. The Gaussian curvature of $g$ changes its sign. Nadirashvili and Yuan [11] also constructed examples of non-embeddable metrics with nonpositive Gaussian curvature. Those examples clearly show that certain conditions are needed for the isometric embedding of 2-dimensional metrics in $\mathbf{R}^{\mathbf{3}}$, even locally.

The paper is organized as follows: In Section 2, we derive a differential system equivalent to the Gauss-Codazzi system. In Section 3, we study an auxiliary linear system and obtain a priori estimates for its solutions. Such a linear system is in fact related to the linearization of the Rozhdestvenskiĭ-Poznyak system. In Section 4, we study the linearization of our new system in a region where some directional derivative of Gaussian curvature has a fixed sign. This is the main part of the paper and the analysis is rather delicate. In Section 5, we study the Cauchy problem of the linearized system. With the assumption (A), we can put each individual region, discussed in Section 4, together to cover the whole space. In Section 6, we will use Nash-Moser-Hörmander iteration to solve our differential system and hence prove the existence of the local isometric embedding. In the last section, we shall give a brief discussion of the assumption (A) and illustrate it covers a large class of Gaussian curvature.
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## 2. The fundamental equation

The Fundamental Theorem of Surface Theory reduces an embedding of an abstract surface to the construction of a smooth solution of the Gauss-Codazzi system. In this section, we will derive a system equivalent to the Gauss-Codazzi system.

We denote points in $\mathbf{R}^{2}$ by $(x, t) \in \mathbf{R} \times \mathbf{R}$ and identity $\partial_{1}$ and $\partial_{2}$ with $\partial_{x}$ and $\partial_{t}$. Suppose the metric is given by

$$
I=E d x^{2}+2 F d t d x+G d t^{2}
$$

where $E, F, G$ are $C^{r}$ functions in a neighborhood of the origin. We assume that in the coordinate system $\{(x, t)\}$ the Gaussian curvature $K$ satisfies the assumption (A) in a neighborhood of the origin.

Assume that the second fundamental form of the expected isometric embedding is given by

$$
\mathrm{II}=L d x^{2}+2 M d t d x+N d t^{2} .
$$

Gauss-Codazzi system takes the following form:

$$
\begin{align*}
L_{t}-M_{x} & =L \Gamma_{12}^{1}+M\left(\Gamma_{12}^{2}-\Gamma_{11}^{1}\right)-N \Gamma_{11}^{2},  \tag{2.1}\\
M_{t}-N_{x} & =L \Gamma_{22}^{1}+M\left(\Gamma_{22}^{2}-\Gamma_{21}^{1}\right)-N \Gamma_{21}^{2}, \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
L N-M^{2}=K\left(E G-F^{2}\right) \tag{2.3}
\end{equation*}
$$

where $\Gamma_{i j}^{k}$ is the Christoffel symbol and $K$ is the Gaussian curvature. As usual, we set $g=\sqrt{E F-G^{2}}$.

To derive a differential system equivalent to Gauss-Codazzi system, we introduce a pair of unknown functions $(u, v)$ with $v>0$ and set

$$
\begin{equation*}
L=\frac{2}{v} g, \quad M=-\frac{u}{v} g, \quad N=\frac{u^{2}+K v^{2}}{2 v} g . \tag{2.4}
\end{equation*}
$$

With (2.4), (2.3) is satisfied automatically. Substituting (2.4) in (2.1)(2.2), we obtain

$$
\begin{align*}
\widetilde{F}_{1}(u, v) \equiv & \partial_{t} u+\frac{1}{2} u \partial_{x} u+\frac{1}{2} K v \partial_{x} v+2 \Gamma_{22}^{1}  \tag{2.5}\\
& +\left(2 \Gamma_{12}^{1}-\Gamma_{22}^{2}\right) u+\left(\frac{1}{2} \Gamma_{11}^{1}-\Gamma_{12}^{2}\right) u^{2} \\
& +\frac{1}{2}\left(\Gamma_{11}^{1} K+\partial_{x} K\right) v^{2}-\frac{1}{4} \Gamma_{11}^{2}\left(u^{2}+K v^{2}\right) u=0, \\
\widetilde{F}_{2}(u, v) \equiv & \partial_{t} v+\frac{1}{2} u \partial_{x} v-\frac{1}{2} v \partial_{x} u-\Gamma_{22}^{2} v-\Gamma_{12}^{2} u v \\
& -\frac{1}{4} \Gamma_{11}^{2}\left(u^{2}+K v^{2}\right) v=0 .
\end{align*}
$$

This is based on a straightforward calculation. We omit the details and only indicate the process. By substituting (2.4) in (2.1), we get $\widetilde{F}_{2}$ first. To get $\widetilde{F}_{1}$, we substitute (2.4) in (2.2) and use $\widetilde{F}_{2}=0$ to replace $\partial_{t} v$.

Suppose $u$ and $v$ are solutions to (2.5) with $v>0$. Then $L, M$ and $N$ defined in (2.4) satisfy the Gauss-Codazzi system (2.1)-(2.3).

Our goal here is to solve (2.5) for $(u, v)$ with $v>0$ in a neighborhood of the origin. First we intend to find an approximate solution to the system (2.5)

$$
\widetilde{F}(u, v)=\left(\widetilde{F}_{1}(u, v), \widetilde{F}_{2}(u, v)\right)=0
$$

Since $t=0$ is not the characteristics of the system (2.5), by the Taylor expansion in $t$ we can find an approximate solution $\hat{U}=(\hat{u}, \hat{v})$ to (2.5) with the initial data

$$
\begin{equation*}
\hat{u}(x, 0)=0 \text { and } \hat{v}(x, 0)=1, \tag{2.6}
\end{equation*}
$$

such that $\hat{U} \in C^{r-3}$ and

$$
\begin{equation*}
\widetilde{F}(\hat{u}, \hat{v})=t \widetilde{F}_{0}(x, t) \tag{2.7}
\end{equation*}
$$

for some $\widetilde{F}_{0} \in C^{r-4}$. In fact, we can choose $\hat{u}$ and $\hat{v}$ to be linear functions in $t$ in the following form:

$$
\begin{aligned}
& \hat{u}(x, t)=-\left.\left(2 \Gamma_{22}^{1}+\frac{1}{2}\left(\Gamma_{11}^{1} K+\partial_{x} K\right)\right)\right|_{(x, 0)} t \\
& \hat{v}(x, t)=1+\left.\left(\Gamma_{22}^{2}+\frac{1}{4} \Gamma_{11}^{2} K\right)\right|_{(x, 0)} t .
\end{aligned}
$$

Introduce new variables $(x, t) \mapsto(\varepsilon x, \varepsilon t)$ and $(u, v) \mapsto(\hat{u}+\varepsilon u, \hat{v}+\varepsilon v)$. Still denote the new independent variables by $(x, t)$. The system (2.5) is equivalent to

$$
\begin{equation*}
F(u, v) \equiv \widetilde{F}(\hat{u}+\varepsilon u, \hat{v}+\varepsilon v)=0 \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
F(0,0)=\widetilde{F}(\hat{u}, \hat{v})=\varepsilon t \widetilde{F}_{0}(\varepsilon x, \varepsilon t) \tag{2.9}
\end{equation*}
$$

By choosing $\varepsilon$ small, the system (2.8) is well defined in $(-1,1) \times(-1,1)$. We may also assume that $K$ satisfies the assumption (A) in $(-1,1) \times$ $(-1,1)$, for any $C^{1}$ function $u$ in $(-1,1) \times(-1,1)$ with small $|u|_{C^{1}}$.

Now we extend the system (2.8) to the region

$$
\Omega=\{(x, t) ; x \in \mathbf{R},|t| \leq 1\} .
$$

Without loss of generality we may assume that all the known functions involved in (2.8) are defined in $\varepsilon \in\left(0, \varepsilon_{0}\right], t \in[-1,1], x \in \mathbf{R}$, for some small $\varepsilon_{0}$, and independent of $x$ outside a compact set of $\mathbf{R}$. We still use the same notation $\hat{u}, \hat{v}, K$, etc to denote the extended functions. For $\hat{u}$, $\hat{v}$ and $\Gamma_{i j}^{k}$, we may simply use a technique of the cutoff functions. For instance, $\hat{u}$ is replaced by $\chi \hat{u}+(1-\chi) \hat{u}(0, \cdot)$, where $\chi(x) \in C_{0}^{\infty}(\mathbf{R})$ is a cutoff function with $\chi=1$ as $|x| \leq 1 / 2$ and $\chi=0$ as $|x| \geq 1$. For the Gaussian curvature $K$, we require the following after the extension: For some positive integer $l$, some small constant $\delta>0$ and for any $C^{1}$ function $u$ in $\Omega$ with $|u|_{C^{1}}<\delta$ and $u \equiv 0$ for $|x|>1$, the region $\Omega$ is separated into finitely many subdomains by $C^{1}$ curves $\gamma_{i}: t=t_{i}(x)$, $i=1, \ldots, l$, with $t_{i}(0)=0, t_{i}^{\prime}(0) \neq t_{j}^{\prime}(0)$ for $i \neq j$ and $t_{i}(x)$ is constant for large $|x|$, and the function $\partial_{t} K+u \partial_{x} K$ changes its sign only across $\gamma_{1}, \ldots, \gamma_{l}$. Moreover, none of the curves $\gamma_{i}, i=1, \ldots, l$, is tangent to the $t$-axis or $x$-axis.

Let us compute the linearized operator of $F$ at $(\widetilde{u}, \widetilde{v})$, namely,

$$
L(u, v)=\lim _{\lambda \rightarrow 0} \frac{1}{\lambda}(F(\widetilde{u}+\lambda u, \widetilde{v}+\lambda v)-F(\widetilde{u}, \widetilde{v}))=\left(L_{1}(u, v), L_{2}(u, v)\right) .
$$

Then $L$ has the following form:

$$
\begin{equation*}
L_{1}(u, v) \equiv\left(\partial_{t}+\frac{1}{2}(\hat{u}+\varepsilon \widetilde{u}) \partial_{x}\right) u+\frac{1}{2} K(\hat{v}+\varepsilon \widetilde{v}) \partial_{x} v+a_{11} u+a_{12} v \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
L_{2}(u, v) \equiv\left(\partial_{t}+\frac{1}{2}(\hat{u}+\varepsilon \widetilde{u}) \partial_{x}\right) v-\frac{1}{2}(\hat{v}+\varepsilon \widetilde{v}) \partial_{x} u+a_{21} u+a_{22} v, \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
a_{11}= & \frac{1}{2} \partial_{x} u_{*}+\varepsilon\left(2 \Gamma_{12}^{1}-\Gamma_{22}^{2}\right)  \tag{2.12}\\
& +\varepsilon\left(\Gamma_{11}^{1}-2 \Gamma_{12}^{2}\right) u_{*}-\frac{1}{4} \varepsilon \Gamma_{11}^{2}\left(3 u_{*}^{2}+K v_{*}^{2}\right), \\
a_{12}= & \frac{1}{2} K \partial_{x} v_{*}+\varepsilon\left(\Gamma_{11}^{1} K+\partial_{\widetilde{x}} K\right) v_{*}-\frac{1}{2} \varepsilon \Gamma_{11}^{2} K u_{*} v_{*}, \\
a_{21}= & \frac{1}{2} \partial_{x} v_{*}-\varepsilon \Gamma_{12}^{2} v_{*}-\frac{1}{2} \varepsilon \Gamma_{11}^{2} u_{*} v_{*}, \\
a_{22}= & -\frac{1}{2} \partial_{x} u_{*}-\varepsilon \Gamma_{22}^{2}-\varepsilon \Gamma_{12}^{2} u_{*}-\frac{1}{4} \varepsilon \Gamma_{11}^{2}\left(u_{*}^{2}+3 K v_{*}^{2}\right),
\end{align*}
$$

and

$$
u_{*}=\hat{u}+\varepsilon \widetilde{u}, \quad v_{*}=\hat{v}+\varepsilon \widetilde{v} .
$$

Here we write

$$
\partial_{\widetilde{x}} K=\left.\partial_{\widetilde{x}} K(\widetilde{x}, \widetilde{t})\right|_{(\widetilde{x}, \widetilde{t})=(\varepsilon x, \varepsilon t)}
$$

We need to emphasize that in (2.12) all $\Gamma_{i j}^{k}$ and $K$ are evaluated at $(\varepsilon x, \varepsilon t)$.

The following result plays a crucial role in the later development:
Lemma 2.1. Suppose $K \leq 0$. Then the following hold for all $\widetilde{u}, \widetilde{v}$ with $|\widetilde{u}|_{1},|\widetilde{v}|_{1} \leq 1$ :

$$
\begin{equation*}
\hat{v}+\varepsilon \widetilde{v} \geq \frac{1}{2}, \quad \text { for }(x, t) \in \mathbf{R} \times(-\mathbf{1}, \mathbf{1}), \varepsilon \in\left(\mathbf{0}, \varepsilon_{\mathbf{0}}\right] \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left|a_{12}\right|}{\sqrt{|K|}} \leq C, \quad \text { for }(x, t) \in \mathbf{R} \times(-1,1), \varepsilon \in\left(0, \varepsilon_{0}\right] \tag{2.14}
\end{equation*}
$$

where $\varepsilon_{0}$ and $C$ are two positive constants.
Proof. Since $\hat{v}(x, 0)=1$, it follows that $\hat{v}(x, t) \geq 3 / 4$ as $(x, t) \in$ $\mathbf{R} \times(-1,1)$ and $\varepsilon \in\left(0, \varepsilon_{0}\right]$ for some small positive constant $\varepsilon_{0}<1 / 4$. Hence (2.13) follows immediately for $\widetilde{v}$ with $|\widetilde{v}|_{\infty} \leq 1$. In view of the second identity in (2.12), we have

$$
\frac{\left|a_{12}\right|}{\sqrt{|K|}} \leq C\left(\sqrt{|K|}+\frac{\left|\partial_{\widetilde{x}} K\right|}{\sqrt{|K|}}\right) \leq C^{\prime}
$$

for some constant $C$ and $C^{\prime}$, since $K$ is nonpositive.
q.e.d.

Next, for each $\widetilde{u}$, introduce a transformation of coordinates

$$
T:(x, t) \longrightarrow(\xi, \eta)=(\psi(x, t), t)
$$

where $\psi$ is a solution of the following problem:

$$
\begin{equation*}
\psi_{t}+\frac{1}{2}(\hat{u}+\varepsilon \widetilde{u}) \psi_{x}=0, \text { with } \psi(x, 0)=x \tag{2.15}
\end{equation*}
$$

It is easy to see that the following result holds for $\psi$ and $T$ :

Lemma 2.2. If $\widetilde{u} \in C^{r-3}$ in $\mathbf{R} \times(-\mathbf{1}, \mathbf{1})$, then $\psi \in C^{r-3}$ in $\mathbf{R} \times$ $(-1,1)$ and

$$
\begin{equation*}
\psi_{x} \geq \frac{1}{2} \text { and }|\psi|_{r-3} \leq C\left(1+|\widetilde{u}|_{r-3}\right) \tag{2.16}
\end{equation*}
$$

for some constant $C$ independent of $\varepsilon \in\left(0, \varepsilon_{0}\right]$. Moreover, $T$ is a $C^{r-3}$ diffeomorphism in $\mathbf{R} \times[-\mathbf{1}, \mathbf{1}]$.

In the new coordinate system $\eta=t, \xi=\psi(x, t)$, we have by (2.15)

$$
\begin{equation*}
\partial_{t}+\frac{1}{2}(\hat{u}+\varepsilon \widetilde{u}) \partial_{x}=\partial_{\eta} \text { and } \partial_{x}=\psi_{x} \partial_{\xi} . \tag{2.17}
\end{equation*}
$$

With the new variables $(\xi, \eta)$, the system (2.10)-(2.11) becomes

$$
\begin{align*}
\partial_{\eta} u+\frac{1}{2} K \sigma \partial_{\xi} v+a_{11} u+a_{12} v & =g_{1}  \tag{2.18}\\
\partial_{\eta} v-\frac{1}{2} \sigma \partial_{\xi} u+a_{21} u+a_{22} v & =g_{2} \tag{2.19}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma=(\hat{v}+\varepsilon \widetilde{v}) \psi_{x} \tag{2.20}
\end{equation*}
$$

is a positive function for small $\varepsilon$ by Lemma 2.1 and Lemma 2.2. The coefficients $a_{i j}, i, j=1,2$, are given in (2.12).

The system (2.18)-(2.19) is a linear hyperbolic system since $K \leq 0$ and is degenerate where $K=0$. In the next three sections, we will study the corresponding regularized system and derive a priori estimates for the Cauchy problem. By regularizing (2.18)-(2.19), we consider a new system with $K=-|K|$ replaced by $K-d=-(|K|+d)$ in (2.18)-(2.19), for small constant $d>0$. We will derive a priori estimates independent of $d$.

## 3. A priori estimates on an auxiliary system

In the following three sections, we shall derive a priori estimates for solutions associated with (2.18)-(2.19). For convenience, we shall write $(x, t)$ instead of $(\xi, \eta)$.

In this section, we shall study the following $2 \times 2$ system, defined on $(x, t) \in \mathbf{R} \times(0,1):$
(3.1) $\widetilde{L}_{1}\left(w_{1}, w_{2}\right)=\partial_{\beta} w_{1}-\frac{1}{2} \partial_{\beta} \ln k\left(w_{1}-w_{2}\right)-B_{11} w_{1}-B_{12} w_{2}=g_{1}$,
(3.2) $\widetilde{L}_{2}\left(w_{1}, w_{2}\right)=\partial_{\alpha} w_{2}-\frac{1}{2} \partial_{\alpha} \ln k\left(w_{2}-w_{1}\right)-B_{21} w_{1}-B_{22} w_{2}=g_{2}$,
where $\sigma$ and $k^{2}$ are sufficiently smooth functions with $\sigma \geq \sigma_{0}$ and $0<$ $k \leq 1$ for some positive constant $\sigma_{0}$, and

$$
\begin{equation*}
\partial_{\alpha}=\partial_{t}-k \sigma \partial_{x} \text { and } \partial_{\beta}=\partial_{t}+k \sigma \partial_{x} \tag{3.3}
\end{equation*}
$$

Let $\Sigma_{ \pm}: t_{ \pm}(x) \in C^{1}[0,+\infty)$ be two curves through the origin satisfying

$$
\begin{align*}
& 0 \leq t_{-}(x)<t_{+}(x) \leq 1 \text { for } x>0  \tag{3.4}\\
& t_{ \pm}(x)=\text { const. for large } x
\end{align*}
$$

Set

$$
\begin{equation*}
\Omega=\left\{(x, t) ; x>0, t_{-}(x)<t<t_{+}(x)\right\}, \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{+}\left(S_{-}\right)=\left\{(x, t) \in \mathbf{R} \times(0,1) ; \partial_{t} k^{2}>0(<0)\right\} \tag{3.6}
\end{equation*}
$$

We also write

$$
|w(x, t)|^{2}=\left|w_{1}(x, t)\right|^{2}+\left|w_{2}(x, t)\right|^{2}
$$

and sometimes denote it by $|w|^{2}$ if no confusion occurs.
In the following two results, we always assume $w$ is identically zero if $|x|$ is large.

Lemma 3.1. Let $\left(w_{1}, w_{2}\right) \in C^{1}(\bar{\Omega})$ be a solution to (3.1)-(3.2). If $t=t_{ \pm}(x)$ is space-like, i.e.,

$$
\begin{equation*}
1-k \sigma\left|t_{ \pm}^{\prime}(x)\right|>0 \text { on } \Sigma_{ \pm} \tag{3.7}
\end{equation*}
$$

and $\Omega \subset \bar{S}_{-}$, then there holds for any constant $\lambda \geq 1$,

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}|w|^{2}+\lambda \int_{\Omega} e^{-\lambda t}|w|^{2}  \tag{3.8}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|w|^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2}\right)\right\}
\end{align*}
$$

where $C$ is a positive constant independent of $\lambda$ and depending only on two positive constants $C_{0}^{ \pm}$given by

$$
\begin{equation*}
C_{0}^{-}=\inf _{\Sigma_{+}}\left\{\frac{1 \pm k \sigma t_{+}^{\prime}(x)}{\sqrt{1+\left[t_{+}^{\prime}(x)\right]^{2}}}\right\} \text { and } C_{0}^{+}=\sup _{\Sigma_{-}}\left\{\frac{1 \pm k \sigma t_{-}^{\prime}(x)}{\sqrt{1+\left[t_{-}^{\prime}(x)\right]^{2}}}\right\} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i, j=1}^{2}\left|B_{i j}\right|_{\infty}+\left|\sigma \partial_{x} k\right|_{\infty}+\left|k \partial_{x} \sigma\right|_{\infty}+1 \tag{3.10}
\end{equation*}
$$

Proof. Multiplying both sides of (3.1) and (3.2) by $2 e^{-\lambda t} w_{1}$ and $2 e^{-\lambda t} w_{2}$ respectively, adding them together and integrating by parts over the domain $\Omega$, we get

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|w_{1}\right|^{2} \frac{1+k \sigma t_{+}^{\prime}(x)}{\sqrt{1+\left[t_{+}^{\prime}(x)\right]^{2}}}+\int_{\Sigma_{+}} e^{-\lambda t}\left|w_{2}\right|^{2} \frac{1-k \sigma t_{+}^{\prime}(x)}{\sqrt{1+\left[t_{+}^{\prime}(x)\right]^{2}}}  \tag{3.11}\\
& \quad+\lambda \int_{\Omega} e^{-\lambda t}|w|^{2} d x d t-\int_{\Omega} e^{-\lambda t} \partial_{t} \ln k\left(w_{1}-w_{2}\right)^{2} \\
& =\int_{\Sigma_{-}} e^{-\lambda t}\left|w_{1}\right|^{2} \frac{1+k \sigma t_{-}^{\prime}(x)}{\sqrt{1+\left[t_{-}^{\prime}(x)\right]^{2}}}+\int_{\Sigma_{-}} e^{-\lambda t}\left|w_{2}\right|^{2} \frac{1-k \sigma t_{-}^{\prime}(x)}{\sqrt{1+\left[t_{-}^{\prime}(x)\right]^{2}}} \\
& \quad+2 \int_{\Omega} e^{-\lambda t}\left\{\left(\partial_{x} k \sigma+\frac{1}{2} k \partial_{x} \sigma\right)\left(w_{1}^{2}-w_{2}^{2}\right)+B_{11} w_{1}^{2}\right. \\
& \left.\quad+\left(B_{12}+B_{21}\right) w_{1} w_{2}+B_{22} w_{2}^{2}\right\}+2 \int_{\Omega} e^{-\lambda t}\left(g_{1} w_{1}+g_{2} w_{2}\right) .
\end{align*}
$$

In view of the hypothesis $\Omega \subset \bar{S}_{-}$, the fourth term in the left-hand side of (3.11) is nonnegative. Moreover, the third term in the right-hand side of (3.11) is controlled by

$$
C \int_{\Omega} e^{-\lambda t}|w|^{2},
$$

for some constant $C$ depending only on the quantities in (3.10). By noting the definition of $C_{0}^{ \pm}$in (3.9), we obtain

$$
\begin{aligned}
& C_{0}^{-} \int_{\Sigma_{+}} e^{-\lambda t}|w|^{2}+(\lambda-C) \int_{\Omega} e^{-\lambda t}|w|^{2} \\
& \leq C_{0}^{+} \int_{\Sigma_{-}} e^{-\lambda t}|w|^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2}\right),
\end{aligned}
$$

where $C$ is a positive constant independent of $\lambda$ and depending only on (3.10). Thus (3.8) is proved if we rename $\lambda$.
q.e.d.

Lemma 3.2. Suppose that $\Omega \subset \bar{S}_{+}$and all the remaining assumptions in Lemma 3.1 are fulfilled. Then the following holds for any constant $\lambda \geq 1$ :

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|\frac{w}{k}\right|^{2}+\lambda \int_{\Omega} e^{-\lambda t}\left|\frac{w}{k}\right|^{2}  \tag{3.12}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left|\frac{w}{k}\right|^{2}+\int_{\Omega} e^{-\lambda t}\left|\frac{g}{k}\right|^{2}\right\}
\end{align*}
$$

where $C$ is a positive constant depending only on the quantities in (3.9) and (3.10).

Proof. From (3.1)-(3.2), $\widetilde{w}_{i}=w_{i} / k, i=1,2$, satisfies the following system:

$$
\begin{align*}
& \partial_{\beta} \widetilde{w}_{1}+\frac{1}{2} \partial_{\beta} \ln k\left(\widetilde{w}_{1}+\widetilde{w}_{2}\right)-B_{11} \widetilde{w}_{1}-B_{12} \widetilde{w}_{2}=\frac{1}{k} g_{1}  \tag{3.13}\\
& \partial_{\alpha} \widetilde{w}_{2}+\frac{1}{2} \partial_{\alpha} \ln k\left(\widetilde{w}_{2}+\widetilde{w}_{1}\right)-B_{21} \widetilde{w}_{1}-B_{22} \widetilde{w}_{2}=\frac{1}{k} g_{2} \tag{3.14}
\end{align*}
$$

Multiplying both sides of (3.13) and (3.14) by $2 e^{-\lambda t} \widetilde{w}_{1}$ and $2 e^{-\lambda t} \widetilde{w}_{2}$ respectively. Then proceed as in the proof of Lemma 3.1 to get (3.12). We omit the details.

## 4. A priori estimates on the linearized system

In this section, we will study the following linear system, defined in $(x, t) \in \mathbf{R} \times(0,1):$

$$
\begin{align*}
& L_{1}(u, v)=\partial_{t} u-k^{2} \sigma \partial_{x} v+a_{11} u+a_{12} v=g_{1}  \tag{4.1}\\
& L_{2}(u, v)=\partial_{t} v-\sigma \partial_{x} u+a_{21} u+a_{22} v=g_{2} \tag{4.2}
\end{align*}
$$

with

$$
\left.u\right|_{\Sigma_{-}}=u_{0},\left.v\right|_{\Sigma_{-}}=v_{0}
$$

Here $k$ and $\sigma$ are assumed as in Section 3. And we also use the notations of (3.4), (3.5) and (3.6). Our goal in this section is to derive estimates for solutions in $\Omega$ independent of $\inf k$. Again, we assume solutions $(u, v)$ are zero for large $|x|$.

The characteristic equation of (4.1)-(4.2) is given by

$$
\operatorname{det}\left(\begin{array}{cc}
\lambda & \sigma k^{2} \\
\sigma & \lambda
\end{array}\right)=\lambda^{2}-k^{2} \sigma^{2}=0
$$

Hence its eigenvalues are $\lambda_{ \pm}= \pm k \sigma$ and the corresponding left eigenvectors are $(1,-k)^{t}$ and $(1, k)^{t}$. Denote its Riemann invariant by $w_{1}=u-k v$ and $w_{2}=u+k v$. Computing $L_{1} \mp k L_{2}$ we derive that $w_{1}$ and $w_{2}$ satisfy a $2 \times 2$ system

$$
\begin{align*}
& \widetilde{L}_{1}\left(w_{1}, w_{2}\right)=\partial_{\beta} w_{1}-\frac{1}{2} \partial_{\beta} \ln k\left(w_{1}-w_{2}\right)-B_{11} w_{1}-B_{12} w_{2}=\widetilde{g}_{1},  \tag{4.3}\\
& \widetilde{L}_{2}\left(w_{1}, w_{2}\right)=\partial_{\alpha} w_{2}-\frac{1}{2} \partial_{\alpha} \ln k\left(w_{2}-w_{1}\right)-B_{21} w_{1}-B_{22} w_{2}=\widetilde{g}_{2}, \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{g}_{1}=g_{1}-k g_{2}, \widetilde{g}_{2}=g_{1}+k g_{2}, \tag{4.5}
\end{equation*}
$$

and

$$
\begin{align*}
B_{11} & =\frac{1}{2}\left(-a_{11}+\frac{a_{12}}{k}+k a_{21}-a_{22}\right),  \tag{4.6}\\
B_{12} & =\frac{1}{2}\left(-a_{11}-\frac{a_{12}}{k}+k a_{21}+a_{22}\right), \\
B_{21} & =\frac{1}{2}\left(-a_{11}+\frac{a_{12}}{k}-k a_{21}+a_{22}\right), \\
B_{22} & =\frac{1}{2}\left(-a_{11}-\frac{a_{12}}{k}-k a_{21}-a_{22}\right) .
\end{align*}
$$

For $U=(u, v)$, set

$$
|U|^{2}=|u|^{2}+|v|^{2},
$$

and for $s \geq 1$

$$
\begin{aligned}
& |U|_{s}^{2}=\sum_{|\gamma| \leq s}\left(\left|\partial^{\gamma} u\right|^{2}+\left|\partial^{\gamma} v\right|^{2}\right), \\
& |U|_{(0, s)}^{2}=\sum_{j=0}^{s}\left(\left|\partial_{x}^{j} u\right|^{2}+\left|\partial_{x}^{j} v\right|^{2}\right) .
\end{aligned}
$$

Now we derive an estimate of solutions to (4.1)-(4.2) in the region where $\partial_{t} k \geq 0$. We compare our solutions with the solution to a single differential equation. The difference satisfies the system studied in the previous section.

Lemma 4.1. Let $(u, v)$ be a $C^{1}(\bar{\Omega})$ solution to (4.1)-(4.2) with $a_{i j}$, $\sigma, k^{2} \in C^{1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, with $0<k \leq 1$ and $\sigma \geq \sigma_{0}$ for some positive constant $\sigma_{0}$. Suppose $\Omega \subset \bar{S}_{+}$and (3.7) is fulfilled. Then for any $\lambda \geq 1$,

$$
\begin{aligned}
& \int_{\Sigma_{+}} e^{-\lambda t}|U|^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|^{2} \\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{1}^{2}+\int_{\Omega} e^{-\lambda t}\left(|G|^{2}+\left|\partial_{x} G\right|^{2}\right)\right\}
\end{aligned}
$$

where $C$ is a positive constant depending only on

$$
\begin{equation*}
\theta \equiv\left|t_{ \pm}^{\prime}(x)\right|_{\infty}+\left|\partial_{x} k\right|_{\infty}+\sup _{\Omega} \frac{\left|a_{12}\right|}{k}<\infty \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i, j=1}^{2} \sum_{n=0}^{1}\left|\partial_{x}^{n} a_{i j}\right|_{\infty}+\sum_{n=0}^{1}\left(\left|\partial_{x}^{n} \sigma\right|_{\infty}+\left|\partial_{x}^{n} k^{2}\right|_{\infty}\right) \tag{4.8}
\end{equation*}
$$

Proof. Consider the Cauchy problem

$$
\begin{align*}
\partial_{\beta} z-\left(B_{11}+B_{12}\right) z & =g_{1} \text { in } \Omega  \tag{4.9}\\
z & =u_{0} \text { on } \Sigma_{-} .
\end{align*}
$$

Note $B_{11}+B_{12}=k a_{21}-a_{11}$. First we have

$$
\begin{equation*}
\int_{\Sigma_{+}} e^{-\lambda t}|z|^{2}+\lambda \int_{\Omega} e^{-\lambda t}|z|^{2} \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|u|^{2}+\int_{\Omega} e^{-\lambda t}\left|g_{1}\right|^{2}\right\} \tag{4.10}
\end{equation*}
$$

for some constant $C$ depending only on the quantities in (4.7) and (4.8). We obtain (4.10) by multiplying $2 e^{-\lambda t} z$ to (4.9) and integrating over $\Omega$ as in the proof of Lemma 3.1. We omit the detail since it is similar and only easier. Now we differentiate (4.9) with respect to $x$ and consider the equation satisfied by $\partial_{x} z$. Similarly we get

$$
\begin{equation*}
\int_{\Omega} e^{-\lambda t}\left|\partial_{x} z\right|^{2} \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{1}^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|g_{1}\right|^{2}+\left|\partial_{x} g_{1}\right|^{2}\right)\right\} \tag{4.11}
\end{equation*}
$$

We remark that by (4.1) and (4.9) $\partial z$ on $\Sigma_{-}$can be expressed by a linear combination of $u, v$ and their derivatives restricted on $\Sigma_{-}$.

Introducing unknown functions $\widetilde{w}_{i}+z=w_{i}$, by (3.3), (4.5), (4.6) and (4.9) we obtain

$$
\begin{align*}
& \widetilde{L}_{1}\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right)=-k g_{2},  \tag{4.12}\\
& \widetilde{L}_{2}\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right)=k\left(g_{2}+2 \sigma \partial_{x} z-2 a_{21} z\right) . \tag{4.13}
\end{align*}
$$

Moreover, $\widetilde{w}_{i}, i=1,2$, is subject to

$$
\widetilde{w}_{1}=-k v_{0} \text { and } \widetilde{w}_{2}=k v_{0} \text { on } \Sigma_{-} .
$$

An application of Lemma 3.2 to (4.12)-(4.13) in $\Omega$ yields

$$
\begin{aligned}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|\frac{\widetilde{w}}{k}\right|^{2}+\lambda \int_{\Omega} e^{-\lambda t}\left|\frac{\widetilde{w}}{k}\right|^{2} \\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|v|^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|g_{2}\right|^{2}+|z|^{2}+\left|\partial_{x} z\right|^{2}\right)\right\} .
\end{aligned}
$$

With the definition $\widetilde{w}_{i}+z=w_{i}=u \pm k v$, we get

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left(|u|^{2}+|v|^{2}\right)+\lambda \int_{\Omega} e^{-\lambda t}\left(|u|^{2}+|v|^{2}\right)  \tag{4.14}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|v|^{2}+\int_{\Sigma_{+}} e^{-\lambda t}|z|^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|g_{2}\right|^{2}+\lambda|z|^{2}+\left|\partial_{x} z\right|^{2}\right)\right\} .
\end{align*}
$$

We finish the proof by substituting (4.10) and (4.11) in (4.14). q.e.d.
Now we study the case when $\partial_{t} k \leq 0$. For our solution $(u, v)$, the $u$ component is good and there is a degeneracy in the $v$ component. In order to get an estimate on $v$, we need information of $u$ and its $x$ derivative.

Lemma 4.2. Let $(u, v)$ be a $C^{1}(\bar{\Omega})$ solution to (4.1)-(4.2) with $a_{i j}$, $\sigma, k^{2} \in C^{1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, with $0<k \leq 1$ and $\sigma \geq \sigma_{0}$ for some positive constant $\sigma_{0}$. Suppose $\Omega \subset \bar{S}_{-}$and (3.7) is fulfilled. Then for any $\lambda \geq 1$,

$$
\begin{aligned}
& \int_{\Sigma_{+}} e^{-\lambda t}|U|^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|^{2} \\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{1}^{2}+\int_{\Omega} e^{-\lambda t}\left(|G|^{2}+\left|\partial_{x} G\right|^{2}\right)\right\},
\end{aligned}
$$

where $C$ is a positive constant depending only on the quantities in (4.7) and (4.8).

Proof. From (4.3)-(4.4) and Lemma 3.1, it follows that

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left(|u|^{2}+|k v|^{2}\right)+\lambda \int_{\Omega} e^{-\lambda t}\left(|u|^{2}+|k v|^{2}\right)  \tag{4.15}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left(|u|^{2}+|k v|^{2}\right)+\int_{\Omega} e^{-\lambda t}\left(\left|g_{1}\right|^{2}+\left|g_{2}\right|^{2}\right)\right\}
\end{align*}
$$

In order to get an estimate without the weight $k$, we have to return to the original system (4.1)-(4.2). Differentiation of (4.1)-(4.2) in $x$ yields the system satisfied by $u_{1}=u_{x}$ and $v_{1}=v_{x}$
$\partial_{t} u_{1}-k^{2} \sigma \partial_{x} v_{1}+a_{11} u_{1}+\left(a_{12}-\left(k^{2} \sigma\right)_{x}\right) v_{1}=\partial_{x} g_{1}-\partial_{x} a_{11} u-\partial_{x} a_{12} v$,

$$
\begin{equation*}
\partial_{t} v_{1}-\sigma \partial_{x} u_{1}+\left(a_{21}-\partial_{x} \sigma\right) u_{1}+a_{22} v_{1}=\partial_{x} g_{2}-\partial_{x} a_{21} u-\partial_{x} a_{22} v \tag{4.17}
\end{equation*}
$$

The system (4.16)-(4.17) has the same structure as (4.1)-(4.2). A similar result as $(4.15)$ holds for $\left(u_{1}, v_{1}\right)$. Hence, we have

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left(\left|u_{1}\right|^{2}+\left|k v_{1}\right|^{2}\right)+\lambda \int_{\Omega} e^{-\lambda t}\left(\left|u_{1}\right|^{2}+\left|k v_{1}\right|^{2}\right)  \tag{4.18}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left(\left|u_{1}\right|^{2}+\left|k v_{1}\right|^{2}\right)+\int_{\Omega} e^{-\lambda t}\left(\left|\partial_{x} g_{1}\right|^{2}+\left|\partial_{x} g_{2}\right|^{2}\right)\right\} \\
& \quad+C \int_{\Omega} e^{-\lambda t}\left(|u|^{2}+|v|^{2}\right)
\end{align*}
$$

We remark that $u_{1} \mid \Sigma_{-}$and $\left.v_{1}\right|_{\Sigma_{-}}$can be estimated in terms of $u_{0}, v_{0}$ and their tangential derivatives along $\Sigma_{-}$, with the help of (4.1)-(4.2).

Multiplying (4.2) by $2 e^{-\lambda t} v$, we get

$$
\begin{equation*}
\left(e^{-\lambda t} v^{2}\right)_{t}+\left(\lambda+2 a_{22}\right) e^{-\lambda t} v^{2}=2 e^{-\lambda t} g_{2} v+2 \sigma e^{-\lambda t} u_{1} v-2 a_{21} e^{-\lambda t} u v \tag{4.19}
\end{equation*}
$$

Integrating (4.19) over $\Omega$ and using the Cauchy inequality, we get

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t} v^{2}+\lambda \int_{\Omega} e^{-\lambda t} v^{2}  \tag{4.20}\\
& \leq \int_{\Sigma_{-}} e^{-\lambda t} v^{2}+C \int_{\Omega} e^{-\lambda t}\left(\left|u_{1}\right|^{2}+|u|^{2}+\left|g_{2}\right|^{2}\right)
\end{align*}
$$

for any $\lambda \geq 1$, after renaming it if necessary, and some constant $C$ depending only the quantities defined in (4.8). Summation of (4.15), (4.18) and (4.20) yields

$$
\begin{aligned}
& \int_{\Sigma_{+}} e^{-\lambda t}|U|^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|^{2} \\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{1}^{2}+\int_{\Omega} e^{-\lambda t}\left(|G|^{2}+\left|\partial_{x} G\right|^{2}\right)\right\} .
\end{aligned}
$$

This finishes the proof.
q.e.d.

Remark. The results in Lemma 4.1 and Lemma 4.2 have similar forms. However, they are established by totally different methods. Lemma 4.1 is proved by a straightforward application of Lemma 3.2. For Lemma 4.2, we need to apply Lemma 3.1 to the system satisfied by $(u, v)$ and the system satisfied by $x$-derivative of $(u, v)$ in order to get the estimate on $(u, v)$ itself.

In the rest of this section we intend to establish the estimates for higher order derivatives of solutions to the system (4.1)-(4.2). With $u_{s}=\partial_{x}^{s} u$ and $v_{s}=\partial_{x}^{s} v, s$-times differentiation of (4.1) and (4.2) yields

$$
\begin{align*}
& L_{1}\left(u_{s}, v_{s}\right)=\partial_{t} u_{s}-k^{2} \sigma \partial_{x} v_{s}+a_{11} u_{s}+\widetilde{a}_{12} v_{s}=g_{1 s}+\partial_{x}^{s} g_{1}  \tag{4.21}\\
& L_{2}\left(u_{s}, v_{s}\right)=\partial_{t} v_{s}-\sigma \partial_{x} u_{s}+\widetilde{a}_{21} u_{s}+a_{22} v_{s}=g_{2 s}+\partial_{x}^{s} g_{2} \tag{4.22}
\end{align*}
$$

where

$$
\widetilde{a}_{12}=a_{12}-s \partial_{x}\left(k^{2} \sigma\right), \quad \widetilde{a}_{21}=a_{21}-s \partial_{x} \sigma,
$$

and

$$
\begin{equation*}
g_{1 s}=\sum_{i+i^{\prime}=s, i \geq 1} C_{i}\left\{(i-1) \partial_{x}^{i}\left(k^{2} \sigma\right) \partial_{x}^{i^{\prime}+1} v-\left(\partial_{x}^{i} a_{11} \partial_{x}^{i^{\prime}} u+\partial_{x}^{i} a_{12} \partial_{x}^{i^{\prime}} v\right)\right\} \tag{4.23}
\end{equation*}
$$

$$
\begin{equation*}
g_{2 s}=\sum_{i+i^{\prime}=s, i \geq 1} C_{i}\left\{(i-1) \partial_{x}^{i} \sigma \partial_{x}^{i^{\prime}+1} u-\left(\partial_{x}^{i} a_{21} \partial_{x}^{i^{\prime}} u+\partial_{x}^{i} a_{22} \partial_{x}^{i^{\prime}} v\right)\right\} \tag{4.24}
\end{equation*}
$$

Notice that

$$
\frac{\left|\widetilde{a}_{12}\right|}{k} \leq \frac{\left|a_{12}\right|}{k}+C_{1}
$$

for some constant $C_{1}$ depending only on $\theta$. Hence the requirements on $\widetilde{a}_{12}$ in Lemma 4.1 and Lemma 4.2 are fulfilled. We also note that in (4.23) and (4.24) the highest derivatives of $u$ and $v$ are $\partial_{x}^{s-1} u$ and $\partial_{x}^{s-1} u$. This fact will be used in (4.28).

Lemma 4.3. Let $s \geq 1$ be an integer and $(u, v)$ be a $C^{s+1}(\bar{\Omega})$ solution to (4.1)-(4.2) with $a_{i j}, \sigma, k^{2} \in C^{s+1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, with $0<k \leq 1$ and $\sigma \geq \sigma_{0}$ for some positive constant $\sigma_{0}$. Suppose $\Omega \subset \bar{S}_{+}$ (or $\Omega \subset \bar{S}_{-}$) and (3.7) is fulfilled. Then for each $\lambda \geq 1$,

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}|U|_{s}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|_{s}^{2}  \tag{4.25}\\
& \leq C_{s}\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{s+1}^{2}+\int_{\Sigma_{+}} e^{-\lambda t}|G|_{s-1}^{2}\right. \\
& \left.\quad+\int_{\Omega} e^{-\lambda t}\left(|G|_{(0, s+1)}^{2}+\lambda|G|_{s-1}^{2}\right)\right\}
\end{align*}
$$

where $C_{s}$ is a positive constant depending only on $\theta$ in (4.7) and

$$
\begin{equation*}
\sum_{i, j=1}^{2} \sum_{|\gamma|=0}^{s+1}\left|\partial^{\gamma} a_{i j}\right|_{\infty}+\sum_{|\gamma|=0}^{s+1}\left(\left|\partial^{\gamma} \sigma\right|_{\infty}+\left|\partial^{\gamma} k^{2}\right|_{\infty}\right) \tag{4.26}
\end{equation*}
$$

Proof. We shall prove (4.25) by induction. (4.25) $)_{0}$ is just Lemma 4.1 (or Lemma 4.2). Assume (4.25) ${ }_{j}$ is true for all $j \leq s-1$ and $s \geq 1$. An application of Lemma 4.1 (or Lemma 4.2) to (4.21)-(4.22) in $\Omega$ yields

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|U_{s}\right|^{2}+\lambda \int_{\Omega} e^{-\lambda t}\left|U_{s}\right|^{2}  \tag{4.27}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left|U_{s}\right|_{1}^{2}+\int_{\Omega} e^{-\lambda t}\left(\left|G_{s}\right|^{2}+\left|G_{s+1}\right|^{2}\right)\right\} \\
& \quad+C\left\{\int_{\Omega} e^{-\lambda t}\left(\left|g_{1 s}\right|^{2}+\left|g_{2 s}\right|^{2}+\left|\partial_{x} g_{1 s}\right|^{2}+\left|\partial_{x} g_{2 s}\right|^{2}\right)\right\} \\
& =I_{1}+I_{2}
\end{align*}
$$

for some constant $C$ depending only on the quantities (4.7) and (4.8). It suffices to evaluate $I_{2}$. From (4.23) and (4.24), it is easy to see

$$
\begin{equation*}
I_{2} \leq C \int_{\Omega} e^{-\lambda t} \sum_{j=0}^{s}\left|U_{j}\right|^{2} \tag{4.28}
\end{equation*}
$$

for some constant $C$ depending only on the quantities in (4.26). Combining (4.27) and (4.28), we have

$$
\begin{aligned}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|U_{s}\right|^{2}+\lambda \int_{\Omega} e^{-\lambda t}\left|U_{s}\right|^{2} \\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left|U_{s}\right|_{1}^{2}+\int_{\Omega} e^{-\lambda t}|G|_{(0, s+1)}^{2}\right\}+C \int_{\Omega} e^{-\lambda t}|U|_{(0, s)}^{2}
\end{aligned}
$$

for some constant $C$ depending only on the quantities in (4.26) and $\theta$ in (4.7). By renaming $\lambda$, we obtain

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}\left|U_{s}\right|^{2}+\lambda \int_{\Omega} e^{-\lambda t}\left|U_{s}\right|^{2}  \tag{4.29}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}\left|U_{s}\right|_{1}^{2}+\int_{\Omega} e^{-\lambda t}|G|_{(0, s+1)}^{2}\right\}+C \int_{\Omega} e^{-\lambda t}|U|_{(0, s-1)}^{2}
\end{align*}
$$

It remains to evaluate the $L^{2}$-integral of $\partial_{t}^{j} \partial_{x}^{s-j} U$ for $1 \leq j \leq s$. From (4.1)-(4.2) it follows that

$$
\begin{aligned}
& \partial_{t} \partial_{x}^{s-1} u=\partial_{x}^{s-1}\left(k^{2} \sigma \partial_{x} v\right)-\partial_{x}^{s-1}\left(a_{11} u\right)-\partial_{x}^{s-1}\left(a_{12} v\right)+\partial_{x}^{s-1} g_{1}, \\
& \partial_{t} \partial_{x}^{s-1} v=\partial_{x}^{s-1}\left(\sigma \partial_{x} u\right)-\partial_{x}^{s-1}\left(a_{21} u\right)-\partial_{x}^{s-1}\left(a_{12} v\right)+\partial_{x}^{s-1} g_{2} .
\end{aligned}
$$

Hence, we get

$$
\left|\partial_{t} U_{s-1}\right|^{2} \leq C\left(|U|_{(0, s)}^{2}+\left|G_{s-1}\right|^{2}\right)
$$

for some constant $C$ depending only on the quantities in (4.26). And similarly, by induction we obtain for $j=1, \ldots, s$

$$
\left|\partial_{t}^{j} U_{s-j}\right|^{2} \leq C\left(|U|_{(0, s)}^{2}+|G|_{s-1}^{2}\right)
$$

This implies

$$
\begin{align*}
& \sum_{j=1}^{s} \int_{\Sigma_{+}} e^{-\lambda t}\left|\partial_{t}^{j} U_{s-j}\right|^{2}+\lambda \sum_{j=1}^{s} \int_{\Omega} e^{-\lambda t}\left|\partial_{t}^{j} U_{s-j}\right|^{2}  \tag{4.30}\\
& \leq C\left\{\int_{\Sigma_{+}} e^{-\lambda t}|G|_{s-1}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|G|_{s-1}^{2}\right\} \\
& \quad+C\left\{\int_{\Sigma_{+}} e^{-\lambda t}|U|_{(0, s)}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|_{(0, s)}^{2}\right\} .
\end{align*}
$$

Combining (4.29) and (4.30), we get

$$
\begin{align*}
& \sum_{j=0}^{s} \int_{\Sigma_{+}} e^{-\lambda t}\left|\partial_{t}^{j} U_{s-j}\right|^{2}+\lambda \sum_{j=0}^{s} \int_{\Omega} e^{-\lambda t}\left|\partial_{t}^{j} U_{s-j}\right|^{2}  \tag{4.31}\\
& \leq C^{\prime}\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{s+1}^{2}+\int_{\Sigma_{+}} e^{-\lambda t}|G|_{s-1}^{2}+\int_{\Omega} e^{-\lambda t}\left(|G|_{(0, s+1)}^{2}+\lambda|G|_{s-1}^{2}\right)\right\} \\
& \quad+C^{\prime}\left\{\int_{\Sigma_{+}} e^{-\lambda t}|U|_{(0, s-1)}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|_{(0, s-1)}^{2}\right\}
\end{align*}
$$

Notice that

$$
|U|_{s}^{2}=\sum_{j=0}^{s}\left|\partial_{t}^{j} \partial_{x}^{s-j} U\right|^{2}+\sum_{j=0}^{s-1}|U|_{j}^{2}
$$

It follows

$$
\begin{align*}
& \int_{\Sigma_{+}} e^{-\lambda t}|U|_{s}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|_{s}^{2}  \tag{4.32}\\
& \leq C\left\{\int_{\Sigma_{-}} e^{-\lambda t}|U|_{s+1}^{2}+\int_{\Sigma_{+}} e^{-\lambda t}|G|_{s-1}^{2}+\int_{\Omega} e^{-\lambda t}\left(|G|_{(0, s+1)}^{2}+\lambda|G|_{s-1}^{2}\right)\right\} \\
& \quad+C\left\{\int_{\Sigma_{+}} e^{-\lambda t}|U|_{s-1}^{2}+\lambda \int_{\Omega} e^{-\lambda t}|U|_{s-1}^{2}\right\}
\end{align*}
$$

We finish the proof by the hypothesis on induction.
q.e.d.

Remark. If $\Sigma_{-}=\{t=0\}$, then in (4.25) the term

$$
\int_{t=0}|U|_{s+1}^{2}
$$

can be replaced by

$$
\int_{t=0}|U|_{(0, s+1)}^{2} .
$$

This follows by checking the proof of Lemma 4.1, 4.2 and 4.3. This fact will be used in the next section.

## 5. A priori estimates for the Cauchy problem

In this section, we proceed to study a Cauchy problem, defined in $(x, t) \in \mathbf{R} \times(-1,1)$,

$$
\begin{align*}
L_{1}(u, v) & =\partial_{t} u-k^{2} \sigma \partial_{x} v+a_{11} u+a_{12} v=g_{1}  \tag{5.1}\\
L_{2}(u, v) & =\partial_{t} v-\sigma \partial_{x} u+a_{21} u+a_{22} v=g_{2} \tag{5.2}
\end{align*}
$$

with

$$
u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x)
$$

We shall derive estimates of solutions independent of inf $k$. Again, we assume all solutions have compact supports in $x$. We set

$$
\Omega=\{(x, t) ; x \in \mathbf{R}, t \in(-1,1)\}
$$

In the following, we always assume $\varepsilon$ is so small that Lemma 2.1 and 2.2 hold. For convenience, we still use $(x, t)$ instead of $(\xi, \eta)$.

For any function $\widetilde{U}=(\widetilde{u}, \widetilde{v})$, we assume $a_{i j}$ is given in terms of $\widetilde{U}$ in (2.12), with

$$
K=-k^{2},
$$

and $\sigma$ is given in $(2.20)$. It is easy to see for $s=m$ the quantities in (4.26) is bounded if $|\widetilde{U}|_{m+2} \leq 1$.

We first consider $t \geq 0$ and set

$$
\Omega^{+}=\Omega \cap\{t \geq 0\} .
$$

Suppose that there are $l_{+}+l_{-}$curves: $t_{i}^{-} \in C^{1}(-\infty, 0], i=1, \ldots, l_{-}$, and $t_{j}^{+} \in C^{1}[0, \infty), j=1, \ldots, l_{+}$, subject to $t_{i}^{-}(0)=0$ and $t_{j}^{+}(0)=0$, equal to constants outside a compact set of $\mathbf{R}$ and

$$
\begin{aligned}
& 0<t_{1}^{+}(x)<t_{2}^{+}(x)<\cdots<t_{l_{+}}^{+}(x) \text { as } x>0, \\
& 0<t_{1}^{-}(x)<t_{2}^{-}(x)<\cdots<t_{l_{-}}^{-}(x) \text { as } x<0 .
\end{aligned}
$$

We assume for some positive constants $c_{1}$ and $c_{2}$

$$
c_{1} \leq \inf _{t=t_{j}^{ \pm}(x)}\left\{\frac{1-\left|k \sigma\left(t_{j}^{ \pm}\right)^{\prime}(x)\right|}{\sqrt{1+\left[\left(t_{j}^{ \pm}\right)^{\prime}(x)\right]^{2}}}\right\} \leq \sup _{t=t_{j}^{ \pm}(x)}\left\{\frac{1+\left|k \sigma\left(t_{j}^{ \pm}\right)^{\prime}(x)\right|}{\sqrt{1+\left[\left(t_{j}^{ \pm}\right)^{\prime}(x)\right]^{2}}}\right\} \leq c_{2}
$$

for any $j=1, \ldots, l_{ \pm}$. By denoting

$$
t_{0}^{ \pm}(x)=0 \text { and } t_{l_{ \pm}+1}^{ \pm}(x)=1,
$$

we set for $0 \leq j \leq \min \left\{l_{+}, l_{-}\right\}$,

$$
\Omega_{j}^{+}=\left\{(x, t) \in \Omega^{+} ; \begin{array}{l}
t_{l_{+}-j}^{+}(x)<t<t_{l_{l_{-}}^{+j+1}}^{+}(x), x \geq 0, \\
t_{l_{-}-j}^{-}(x)<t<t_{l_{-}-j+1}^{-}(x), x \leq 0
\end{array}\right\}
$$

and

$$
\Sigma_{j}^{+}=\left\{(x, t) \in \Omega^{+} ; t=t_{l_{+}-j}^{+}(x), x \geq 0 \text { and } t=t_{l_{-}-j}^{-}(x), x<0\right\} .
$$

For the case $l_{-} \neq l_{+}$, we assume $l_{+}>l_{-}$without loss of generality. Then we set for $l_{-}<j \leq l_{+}$

$$
\Omega_{j}^{+}=\left\{(x, t) \in \Omega^{+} ; t_{l_{+}-j}^{+}(x)<t<t_{l_{+}-j+1}^{+}(x), x \geq 0\right\}
$$

and

$$
\Sigma_{j}^{+}=\left\{(x, t) \in \Omega^{+} ; t=t_{l_{+}-j}^{+}(x), x \geq 0\right\}
$$

The case $l_{+}<l_{-}$can be discussed similarly. Therefore, with $m^{+}=$ $\max \left\{l_{+}, l_{-}\right\}$, we have the decompostion

$$
\Omega^{+}=\bigcup_{j=1}^{m^{+}} \Omega_{j}^{+} .
$$

For $t \leq 0$, we assume we can decompose $\Omega^{-}=\Omega \cap\{t \leq 0\}$ in a similar way

$$
\Omega^{-}=\bigcup_{j=1}^{m^{-}} \Omega_{j}^{-}
$$

We assume the following alternative for $j=1, \ldots, m^{ \pm}$:

$$
\begin{equation*}
\Omega_{j}^{ \pm} \subset \bar{S}_{+} \text {or } \Omega_{j}^{ \pm} \subset \bar{S}_{-}, \tag{5.3}
\end{equation*}
$$

where

$$
S_{+}\left(S_{-}\right)=\left\{(x, t) \in \Omega ; \partial_{t} k^{2}>0(<0)\right\}
$$

Define for $\lambda>0$

$$
\begin{aligned}
\||U|\| \|_{\lambda, s}^{2} & =\sum_{j=0}^{m^{+}} \int_{\Omega_{j}^{+}} e^{-\lambda t}|U|_{s+j}^{2}+\sum_{j=0}^{m^{-}}+\int_{\Omega_{j}^{-}} e^{-\lambda t}|U|_{s+j}^{2} \\
\left\|\|U\|_{\lambda,(0, s)}^{2}\right. & =\sum_{j=0}^{m^{+}} \int_{\Omega_{j}^{+}} e^{-\lambda t}|U|_{(0, s+j)}^{2}+\sum_{j=0}^{m^{-}} \int_{\Omega_{j}^{-}} e^{-\lambda t}|U|_{(0, s+j)}^{2} .
\end{aligned}
$$

For $\lambda=0$, we shall simply write $\|\|\cdot\|\|_{s}$ and $\|\|\cdot\|\|_{(0, s)}$. We use $\|\cdot\|_{s}$ to denote the usual Sobolev $H^{s}$-norm. For $\lambda=0$, there holds for any $s \geq 0$

$$
\|U\|_{s} \leq\| \| U\left\|_{s} \leq\right\| U \|_{s+m}
$$

where

$$
m=\max \left\{m^{+}, m^{-}\right\}
$$

Lemma 5.1. Let $U=(u, v)$ be a $C^{m+1}$ solution to (5.1)-(5.2) in $\Omega$ with $k^{2} \in C^{m+1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, with $0<k \leq 1$. Suppose (5.3) is
satisfied. Then for any $\widetilde{U}$ in $\Omega$ with $|\widetilde{U}|_{m+2} \leq 1$, and any $\lambda \geq 1$,

$$
\begin{aligned}
& \int_{t=1} e^{-\lambda}|U|^{2}+\lambda\left|\|U \mid\|_{\lambda, 0}^{2}\right. \\
& \leq C\left(\int_{t=0}\left(|U|_{(0, m+1)}^{2}+|G|_{m-1}^{2}\right) d x+\left|\left\|G\left|\left\|_{\lambda,(0,1)}^{2}+\lambda\right\|\|G \mid\|_{\lambda, 0}^{2}\right)\right.\right.\right.
\end{aligned}
$$

where $C$ is a positive constant depending only on $\theta$ in (4.7).
Proof. We only consider $t \geq 0$. The case for $t<0$ can be discussed in the same way. For simplicity, we write $m=m^{+}, \Omega=\Omega^{+}, \Omega_{j}=\Omega_{j}^{+}$ and $\Sigma_{j}=\Sigma_{j}^{+}$.

We first claim that for $j=0,1, \ldots, m$ there holds for any $\lambda>0$

$$
\begin{align*}
& \int_{\Sigma_{j-1}} e^{-\lambda t}|U|_{j}^{2}+\lambda \int_{\Omega_{j}} e^{-\lambda t}|U|_{j}^{2}  \tag{5.4}\\
& \leq C_{j} \\
& \quad\left\{\int_{\Sigma_{j}} e^{-\lambda t}|U|_{j+1}^{2}+\int_{\Sigma_{j-1}} e^{-\lambda t}|G|_{j-1}^{2}\right. \\
& \left.\quad+\int_{\Omega_{j}} e^{-\lambda t}\left(|G|_{(0, j+1)}^{2}+\lambda|G|_{j-1}^{2}\right)\right\},
\end{align*}
$$

where $C_{j}$ is given in Lemma 4.3. Here we denote $|G|_{-1}=0$ and $\Sigma_{-1}=$ $\{t=1\}$. For $j=0,1, \ldots, \min \left\{l_{-}, l_{+}\right\}$, we have

$$
\Omega_{j}=\left(\Omega_{j} \cap\{x \geq 0\}\right) \cup\left(\Omega_{j} \cap\{x \leq 0\} .\right.
$$

By (5.3), we simply apply Lemma 4.3 with $s=j$ to get (5.4). If $l_{-} \neq l_{+}$, we may assume $l_{+}>l_{-}$without loss of generality. Then $\Omega_{j} \subset\{x \geq 0\}$ for all $l_{-}+1 \leq j \leq l_{+}$. Therefore by means of Lemma 4.3 over the domain $\Omega_{j}$ we can still get (5.4) for all $l_{-}+1 \leq j \leq l_{+}$.

Multiplying $(5.4)_{0},(5.4)_{1}, \ldots,(5.4)_{m}$ respectively by $1, C_{0}, \ldots$, $C_{0} C_{1} \cdots C_{m-1}$, and summing them together, we obtain

$$
\begin{align*}
& \int_{t=1} e^{-\lambda t}|U|^{2}+\lambda \sum_{j=0}^{m} \int_{\Omega_{j}} e^{-\lambda t}|U|_{j}^{2}  \tag{5.5}\\
& \leq C\left\{\int_{t=0}|U|_{(0, m+1)}^{2}+\sum_{j=0}^{m-1} \int_{\Sigma_{j}} e^{-\lambda t}|G|_{j}^{2}\right. \\
& \left.\quad+\sum_{j=0}^{m} \int_{\Omega_{j}} e^{-\lambda t}\left(|G|_{(0, j+1)}^{2}+\lambda|G|_{j-1}^{2}\right)\right\}
\end{align*}
$$

for some constant $C$ depending only on $\theta$ in (4.7) where $s=m$. In getting (5.5), we have used the remark at the end of Section 4. For integrals of $G$ over $\Sigma_{j}$, we consider

$$
\begin{aligned}
& e^{-\lambda t}|G|_{j}^{2}(x, t) \\
& \leq|G|_{j}^{2}(x, 0)+\int_{0}^{t} e^{-\lambda \tau}\left(2|G|_{j+1}(x, \tau)|G|_{j}(x, \tau)+\lambda|G|_{j}^{2}(x, \tau)\right) d \tau
\end{aligned}
$$

which implies

$$
\begin{align*}
\int_{\Sigma_{j}} e^{-\lambda t}|G|_{j}^{2} & \leq \int_{t=0}|G|_{j}^{2} d x+\sum_{i=j+1}^{m} \int_{\Omega_{i}} e^{-\lambda t}\left(2|G|_{j+1}|G|_{j}+\lambda|G|_{j}^{2}\right)  \tag{5.6}\\
& \leq C\left(\int_{t=0}|G|_{j}^{2} d x+\lambda \sum_{i=j+1}^{m} \int_{\Omega_{i}} e^{-\lambda t}|G|_{i}^{2}\right)
\end{align*}
$$

for some constant $C>2$. By substituting (5.6) in (5.5), we finish the proof.
q.e.d.

Next we shall establish the estimates for the higher order derivatives of solutions to (5.1)-(5.2).

In the following two results, we use $\|u\|_{s}$ to denote the $H^{s}$ norm of $u$ in $\Omega$ and $\|u(0)\|_{s}$ the $H^{s}$ norm of $u(\cdot, 0)$ in $t=0$.

We should note that both $|\| \cdot||\mid$ and the standard Sobolev norm $\|\cdot\|$ appear in the next result.

Lemma 5.2. Let $s \geq 0$ be an integer and $U=(u, v)$ be a $C^{m+s+1}$ solution to (5.1)-(5.2) in $\Omega$ with $k^{2} \in C^{m+s+1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, with $0<k \leq 1$. Suppose (5.3) is satisfied. Then for each $\widetilde{U} \in C^{m+4}(\bar{\Omega})$ with $|\widetilde{U}|_{m+4} \leq 1$, and any $\lambda \geq 1$,

$$
\begin{align*}
& \lambda \mid\|U\|_{\lambda, s}^{2}  \tag{5.7}\\
& \leq C_{s}\left(\int_{t=0}\left(|U|_{(0, m+s+1)}^{2}+|G|_{m+s-1}^{2}\right) d x\right) \\
&+C_{s}\left(\left\|\left|\left\|\left|\left\|_{\lambda,(0, s+1)}^{2}+\lambda\left|\|G \mid\| \|_{\lambda, s}^{2}\right)\right.\right.\right.\right.\right.\right. \\
&+C_{s} \lambda\left(\|U\|_{s-1}^{2}+(s-2)^{+}\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right) \sup _{\Omega}\left(|U|^{2}+|G|_{m-2}^{2}\right)\right)
\end{align*}
$$

where $C_{s}$ is a constant depending only on $\theta$ in (4.7) and $s$.

Proof. As in the proof of Lemma 5.1, we only consider $t \geq 0$. As before, we write $m=m^{+}, \Omega=\Omega^{+}, \Omega_{j}=\Omega_{j}^{+}$and $\Sigma_{j}=\Sigma_{j}^{+}$. In the definition of $\|\|\cdot\|\|$ and $\|\cdot\|$, we simply discard the the expressions in $\{t<0\}$.
$(5.7)_{0}$ is just Lemma 5.1. We may obtain $(5.7)_{1}$ and $(5.7)_{2}$ easily by modifying the following argument, if we have $|\widetilde{U}|_{m+4} \leq 1$. Now suppose that $(5.7)_{j}$ is true for all $j \leq s-1$ with $s \geq 3$. In what follows, we shall prove (5.7)s.

An application of Lemma 5.1 to the system (4.21)-(4.22) yields

$$
\begin{align*}
\lambda \mid\left\|U_{s}\right\|_{\lambda, 0}^{2} \leq & C \int_{t=0}\left(\left|U_{s}\right|_{(0, m+1)}^{2}+\left|\partial_{x}^{s} G\right|_{m-1}^{2}\right) d x  \tag{5.8}\\
& +C\left(\left\|\partial _ { x } ^ { s } G \left|\left\|_{\lambda,(0,1)}^{2}+\lambda\left|\left\|\partial_{x}^{s} G \mid\right\|_{\lambda, 0}^{2}\right)\right.\right.\right.\right. \\
& +C \sum_{i=1}^{2}\left(\int_{t=0}\left|g_{i s}\right|_{m-1}^{2} d x+\left(\left\|\left|\left|g_{i s}\right|\left\|_{\lambda,(0,1)}^{2}+\lambda\left|\left\|g_{i s} \mid\right\|_{\lambda, 0}^{2}\right)\right) .\right.\right.\right.\right.
\end{align*}
$$

It suffices to estimate terms involving $g_{i s}$. From (4.23) we note

$$
\begin{align*}
\partial^{\gamma} g_{1 s}= & \sum_{\eta+\eta^{\prime}=\gamma, i+i^{\prime}=s, i \geq 1} C_{i \eta}\left\{(i-1) \partial^{\eta} \partial_{x}^{i}\left(k^{2} \sigma\right) \partial^{\eta^{\prime}} \partial_{x}^{i^{\prime}+1} v\right\}  \tag{5.9}\\
& +\sum_{\eta+\eta^{\prime}=\gamma, i+i^{\prime}=s, i \geq 1} C_{i \eta}\left\{\partial^{\eta} \partial_{x}^{i} a_{11} \partial^{\eta^{\prime}} \partial_{x}^{i^{\prime}} u+\partial^{\eta} \partial_{x}^{i} a_{12} \partial^{\eta^{\prime}} \partial_{x}^{i^{\prime}} v\right\} .
\end{align*}
$$

We write

$$
\partial^{\gamma} g_{1 s}=I_{1}+I_{2},
$$

where $I_{1}$ is the sum over all $1 \leq i+|\eta|<m+2$ and $I_{2}$ is the remaining part. Since $|\widetilde{U}|_{m+2} \leq 1$ and $\left|\eta^{\prime}\right|+i^{\prime}+1=s-i+|\gamma|-|\eta| \leq s-1+|\gamma|$, it follows that

$$
\begin{equation*}
\int_{\Omega_{j}} e^{-\lambda t}\left|I_{1}\right|^{2} \leq C \int_{\Omega_{j}} e^{-\lambda t}|U|_{j+s-1}^{2} \text { as }|\gamma|=j, \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega_{j}} e^{-\lambda t}\left|I_{1}\right|^{2} \leq C \int_{\Omega_{j}} e^{-\lambda t}|U|_{(0, j+s)}^{2} \text { as } \partial^{\gamma}=\partial_{x}^{j+1} \tag{5.11}
\end{equation*}
$$

For terms in $I_{2}$, we shall use an interpolation inequality. To do this, we first need to extend the integral to the whole region. Under the present circumstance, $\left|\eta^{\prime}\right|+i^{\prime}+1 \leq s+|\gamma|-m-2 \leq s-2$ as $|\gamma| \leq m$. Hence, an interpolation inequality yields, as $|\gamma|=j$,

$$
\begin{equation*}
\int_{\Omega_{j}} e^{-\lambda t}\left|I_{2}\right|^{2} \leq \int_{0}^{1} \int_{-\infty}^{\infty}\left|I_{2}\right|^{2} \leq C\left(\|U\|_{s-2}^{2}+\left(\|\widetilde{U}\|_{m+s+1}^{2}+1\right)|U|_{\infty}^{2}\right) \tag{5.12}
\end{equation*}
$$

and as $\partial^{\alpha}=\partial_{x}^{j+1}$,

$$
\begin{equation*}
\int_{\Omega_{j}} e^{-\lambda t}\left|I_{2}\right|^{2} \leq C\left(| | U \|_{s-1}^{2}+\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right)|U|_{\infty}^{2}\right) \tag{5.13}
\end{equation*}
$$

Similarly we get the same estimates for $g_{2 s}$. It remains to estimate

$$
Q_{s}=\sum_{i=1}^{2} \int_{t=0}\left|g_{i s}\right|_{m-1}^{2} d x .
$$

In (5.9), we consider $|\gamma| \leq m-1$. We shall use the interpolation inequality along $t=0$. The maximal order for $t$ derivative is $m-1$. In (5.9), we shall keep the $t$-derivative of $a_{i j}$ and $k^{2} \sigma$. We shall use the system (5.1)-(5.2) repeatedly to replace the $t$-derivatives of $u$ and $v$ by their $x$-derivatives and also the (mixed) derivatives of $g_{1}$ and $g_{2}$. The maximal order of $t$-derivatives of $g_{1}$ and $g_{2}$ is $m-2$. In the resulted identity, we treat $t$-derivatives as individual functions. Now we may apply the interpolation inequality to get

$$
\begin{aligned}
Q_{s} \leq & C\left(\int_{t=0}|U|_{(0, m+s-1)}^{2}+\left(\int_{t=0}|\widetilde{U}|_{s+m}^{2} d x+1\right) \sup _{t=0}|U|^{2}\right) \\
& +C\left(\int_{t=0}|G|_{m+s-2}^{2}+\left(\int_{t=0}|\widetilde{U}|_{s+m}^{2} d x+1\right) \sup _{t=0}|G|_{m-2}^{2}\right) .
\end{aligned}
$$

We may use the trace theorem to replace the integrals of $\widetilde{U}$ along $t=0$ by integrals over $\Omega$. Therefore we obtain

$$
\begin{align*}
Q_{s} \leq & C \int_{t=0}\left(|U|_{(0, m+s-1)}^{2}+|G|_{m+s-2}^{2}\right) d x  \tag{5.14}\\
& +C\left(| | \widetilde{U} \|_{s+m+1}^{2}+1\right) \sup _{t=0}^{2}\left(|U|^{2}+|G|_{m-2}^{2}\right) .
\end{align*}
$$

Now combining (5.8) with (5.11)-(5.14) we have

$$
\begin{align*}
& \lambda\left\|\left\|U_{s}\right\|_{\lambda, 0}^{2} \leq C \int_{t=0}\left(|U|_{(0, m+s+1)}^{2}+|G|_{m+s-1}^{2}\right) d x\right.  \tag{5.15}\\
& \quad+C\left(\| | G | \| \left\|_{\lambda,(0, s+1)}^{2}+\lambda\left|\|G \mid\|_{\lambda, s}^{2}\right)+C\left(\left|\left\|U_{s}\left|\left\|_{\lambda, 0}^{2}+\lambda \mid\right\| U \|_{\lambda, s-1}^{2}\right)\right.\right.\right.\right.\right. \\
& \quad+C \lambda\left(\|U\|_{s-1}^{2}+\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right) \sup _{\Omega}\left(|U|^{2}+|G|_{m-2}^{2}\right)\right) .
\end{align*}
$$

We move the term $\left\|\left|U_{s}\right|\right\|_{\lambda, 0}^{2}$ in the second line in (5.15) to the left side and rename $\lambda$. Such an inequality illustrates the estimate of $\partial_{x}^{s} U$. For other $s$-derivatives, we proceed as in the proof of Lemma 4.3. Then we get

$$
\begin{align*}
& \lambda\left\|\|U \mid\|_{\lambda, s}^{2} \leq C\left(\int_{t=0}\left(|U|_{(0, m+s+1)}^{2}+|G|_{m+s-1}^{2}\right) d x\right)\right.  \tag{5.16}\\
& \quad+C\left(\||G|\|_{\lambda,(0, s+1)}^{2}+\lambda\left|\|G \mid\|_{\lambda, s}^{2}\right)+C \lambda\| \| U \mid\| \|_{\lambda, s-1}^{2}\right. \\
& \quad+C \lambda\left(\|U\|_{s-1}^{2}+\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right) \sup _{\Omega}\left(|U|^{2}+|G|_{m-2}^{2}\right)\right) .
\end{align*}
$$

Therefore, we obtain $(5.7)_{s}$ by the hypothesis of induction. q.e.d.
Now we state Lemma 5.2 in terms of the usual Sobolev norms.
Theorem 5.3. Let $s \geq 0$ be an integer and $U=(u, v)$ be a $C^{m+s+1}$ solution to (5.1)-(5.2) in $\Omega$, with $k^{2} \in C^{m+s+1}(\bar{\Omega})$ and $k \in \operatorname{Lip}(\Omega)$, $0<k \leq 1$. Suppose (5.3) is satisfied. Then for each $\widetilde{U} \in C^{m+4}(\bar{\Omega})$ with $|\widetilde{U}|_{m+4} \leq 1$, we have

$$
\begin{align*}
\|U\|_{s} \leq C_{s}\left(\|U(0)\|_{m+s+1}\right. & +\|G\|_{s+m+1}  \tag{5.17}\\
& \left.+(s-2)^{+}\left(\|\widetilde{U}\|_{m+s+2}+1\right)\|G\|_{m+3}\right)
\end{align*}
$$

where $C_{s}$ is a constant depending only on $\theta$ in (4.7) and $s$. Moreover, if $U=0$ at $t=0$, we have

$$
\begin{equation*}
\|U\|_{s} \leq C_{s}\left(\|G\|_{s+m+1}+(s-2)^{+}\left(\|\widetilde{U}\|_{m+s+2}+1\right)\|G\|_{m+3}\right) . \tag{5.18}
\end{equation*}
$$

Proof. By fixing a $\lambda \geq 1$ and using the usual Sobolev norm in (5.7), we obtain

$$
\begin{aligned}
\|U\|_{s}^{2} & \leq C_{s}\left(\int_{t=0}\left(|U|_{(0, m+s+1)}^{2}+|G|_{m+s-1}^{2}\right) d x+\|G\|_{s+m+1}^{2}\right) \\
& +C_{s}\left(\|U\|_{s-1}^{2}+(s-2)^{+}\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right) \sup _{\Omega}\left(|U|^{2}+|G|_{m-2}^{2}\right)\right) .
\end{aligned}
$$

This holds for any $s \geq 0$. By induction on $s$, we have

$$
\begin{aligned}
\|U\|_{s}^{2} \leq & C_{s}\left(\int_{t=0}\left(|U|_{(0, m+s+1)}^{2}+|G|_{m+s-1}^{2}\right) d x+\|G\|_{s+m+1}^{2}\right) \\
& +C_{s}(s-2)^{+}\left(\|\widetilde{U}\|_{m+s+2}^{2}+1\right) \sup _{\Omega}\left(|U|^{2}+|G|_{m-2}^{2}\right) .
\end{aligned}
$$

Then (5.17) follows from the trace theorem and Sobolev embedding. q.e.d.

As (5.17) and (5.18) show, there is a loss of derivatives in the solution. This is due to the degeneracy of our system. The loss is related to how many times $\partial_{t} k$ changes its sign.

## 6. The proof for the main theorem

Now we shall use the Nash-Moser-Hörmander procedure to prove the existence of sufficiently smooth local isometric embedding for metrics satisfying the assumption (A). We set

$$
\Omega=\{(x, t) ; x \in \mathbf{R}, t \in(-1,1)\} .
$$

Here $\{(x, t)\}$ is the coordinate system we used in Section 2. In particular, the Gaussian curvature $K$ satisfies the assumption (A) in $\{(x, t)\}$.

For any natural number $q$, by a standard technique, we have a linear operator

$$
\begin{equation*}
P: H^{q}(\Omega) \longrightarrow H^{q}\left(\mathbf{R}^{2}\right) \text { such that } P(\widetilde{U})=\widetilde{U} \text { in } \Omega \tag{6.1}
\end{equation*}
$$

with the property

$$
\begin{equation*}
\frac{1}{C}\|\widetilde{U}\|_{H^{k}(\Omega)} \leq\|P(\widetilde{U})\|_{H^{k}\left(\mathbf{R}^{2}\right)} \leq C\|\widetilde{U}\|_{H^{k}(\Omega)} \tag{6.2}
\end{equation*}
$$

for some universal constant $C$ and all $k=0,1,2, \ldots, q$. For details, see [8] or [6]. Moreover, if $q \geq m+6$, we may assume this operator has the additional properties

$$
\begin{equation*}
P: C^{m+4}(\bar{\Omega}) \longrightarrow C^{m+4}\left(\mathbf{R}^{2}\right) \text { such that } P(\widetilde{U})=\widetilde{U} \text { in } \Omega \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{C}|\widetilde{U}|_{C^{m+4}(\widetilde{\Omega})} \leq|P(\widetilde{U})|_{C^{m+4}\left(\mathbf{R}^{2}\right)} \leq C|\widetilde{U}|_{C^{m+4}(\bar{\Omega})} \tag{6.4}
\end{equation*}
$$

Consider also the smoothing operator $J_{\delta}: H_{-\infty}\left(\mathbf{R}^{2}\right) \longrightarrow H^{\infty}\left(\mathbf{R}^{2}\right)$ for $\delta \in(0,1)$ as used in [6]. Then we have

$$
\begin{align*}
& \text { (6.5) }\left\|J_{\delta} u\right\|_{s_{1}} \leq C_{s_{1} s_{2}}\left(\frac{1}{\delta}\right)^{s_{1}-s_{2}}\|u\|_{s_{2}} \text { as } u \in H^{s_{1}}\left(\mathbf{R}^{2}\right) \text { and } s_{1} \geq s_{2},  \tag{6.5}\\
& \text { (6.6) }\left\|u-J_{\delta} u\right\|_{s_{2}} \leq C_{s_{1} s_{2}} \delta^{s_{1}-s_{2}}\|u\|_{s_{1}} \text { as } u \in H^{s_{1}}\left(\mathbf{R}^{2}\right) \text { and } s_{1} \geq s_{2},
\end{align*}
$$

and

$$
\begin{equation*}
\left\|u-J_{\delta} u\right\|_{s_{1}} \longrightarrow 0 \text { as } \delta \longrightarrow 0 \tag{6.7}
\end{equation*}
$$

Next we proceed to solve (2.8) by the Nash-Moser-Hörmander procedure. Suppose

$$
\widetilde{U}_{0}=0,
$$

and

$$
\begin{equation*}
\widetilde{U}_{n+1}=\widetilde{U}_{n}+U_{n}, \text { for } n=0,1, \ldots, \tag{6.8}
\end{equation*}
$$

where $U_{n}$ is a sufficiently smooth solution to the Cauchy problem for the regularized system
$\partial_{t} u+\frac{1}{2}\left(u_{0}+\varepsilon \widetilde{u}\right) \partial_{x} u-\left(k^{2}+d_{n}\right)\left(v_{0}+\varepsilon \widetilde{v}\right) \partial_{x} v+a_{11} u+a_{12} v=\chi\left(g_{n}\right)_{1}$,

$$
\begin{equation*}
\partial_{t} v+\frac{1}{2}\left(u_{0}+\varepsilon \widetilde{u}\right) \partial_{x} v-\left(v_{0}+\varepsilon \widetilde{v}\right) \partial_{x} u+a_{21} u+a_{22} v=\chi\left(g_{n}\right)_{2}, \tag{6.10}
\end{equation*}
$$

with

$$
\begin{equation*}
u(x, 0)=0, \quad v(x, 0)=0 . \tag{6.11}
\end{equation*}
$$

In (6.9)-(6.10), $\chi$ is a cutoff function equal to zero as $|x| \geq 1 / 2$ and equal to 1 as $|x| \leq 1 / 4, k^{2}=-K, a_{i j}$ is as in (2.12),

$$
\begin{gather*}
\widetilde{U}=J_{n}\left(P \widetilde{U}_{n}\right), \quad \text { with } J_{n}=J_{\delta_{n}} \text { and } \delta_{n}=2^{-n}, \\
d_{n}=\sup _{|x| \leq 1 / 8}\left\{\left|F\left(\widetilde{U}_{n}\right)(x, t)\right|\right\}, \tag{6.12}
\end{gather*}
$$

and $g_{n}$ is determined by the following procedure. The key point is to make the accumulative error not increasing as $n$ increases. More precisely, we set with $J_{-1}=0$

$$
\begin{equation*}
g_{n}=\left(J_{n-1}-J_{n}\right) P F(0)+J_{n-1} P E_{n-1}-J_{n} P E_{n}, \tag{6.13}
\end{equation*}
$$

where

$$
E_{n}=\sum_{i=0}^{n-1} e_{i}, E_{0}=0, e_{n}=e_{n}^{\prime}+e_{n}^{\prime \prime}+e_{n}^{\prime \prime \prime}
$$

and

$$
\begin{align*}
& e_{n}^{\prime}=\left(F^{\prime}\left(\widetilde{U}_{n}\right)-F^{\prime}\left(J_{n}\left(P \widetilde{U}_{n}\right)\right)\right) U_{n},  \tag{6.14}\\
& e_{n}^{\prime \prime}=\binom{d_{n}\left(v_{0}+\varepsilon J_{n}(P \widetilde{v})\right) \partial_{x} v_{n}}{0},  \tag{6.15}\\
& e_{n}^{\prime \prime \prime}=F\left(\widetilde{U}_{n+1}\right)-F\left(\widetilde{U}_{n}\right)-F^{\prime}\left(\widetilde{U}_{n}\right) U_{n}, \tag{6.16}
\end{align*}
$$

and $F^{\prime}\left(\tilde{U}_{n}\right)$ is the linearized operator of $F$ at $\widetilde{U}_{n}$. Consequently, we have

$$
\begin{align*}
F\left(\widetilde{U}_{n+1}\right) & =F\left(\tilde{U}_{n}\right)+\chi g_{n}+e_{n}^{\prime}+e_{n}^{\prime \prime}+e_{n}^{\prime \prime \prime}  \tag{6.17}\\
& =(1-\chi)\left(F(0)+E_{n}\right)+e_{n}+\chi\left(I-J_{n}\right) P\left(F(0)+E_{n}\right)
\end{align*}
$$

Let $m=\max \left\{l_{+}, l_{-}\right\}$be the integer introduced in the previous section. For any $r>2 m+12$, we fix $q=[r]-3$ and $p=r-m-5-r_{0}$, where $r_{0}=\bar{\varepsilon}+r-[r] \in(0,1)$ by choosing an appropriate $\bar{\varepsilon}>0$. Hence $p>m+6$ and $p \leq[r]-m-5$, since $r>2 m+12$.

In the next result, we write $U_{-1}=0, T_{-1}=I$.
Lemma 6.1. Suppose $r>2 m+12$. Then there is a positive constant $\varepsilon_{*}$ such that if

$$
\|F(0)\|_{p+m+1}=\mu^{2} \leq \varepsilon_{*}
$$

then for all nonnegative integers s,

$$
\begin{align*}
& \text { (6.18) }\left\|U_{j-1}\right\|_{s} \leq \mu 2^{(j-1)(s-p)}, \quad 0 \leq s \leq[r]-3 \\
& \text { (6.19) } \quad\left\{\begin{array}{l}
\left\|\widetilde{U}_{j}\right\|_{s},\left\|J_{j} P \widetilde{U}_{j}\right\|_{s} \leq C_{1} \mu 2^{j(s-p)^{+}}, \quad 0 \leq s \leq[r]-3 \\
\left\|\left(I-J_{j}\right) P \widetilde{U}_{j}\right\|_{s} \leq C_{2} \mu 2^{(j-1)(s-p)}, \quad 0
\end{array}\right.  \tag{6.18}\\
& \text { (6.20) }\left\|e_{j-1}\right\|_{s+m+1} \leq C_{3} \mu^{2} 2^{(j-1)(s-p)},-m-1 \leq s \leq[r]-m-5  \tag{6.19}\\
& \text { (6.21) }\left\|g_{j}\right\|_{s+m+1} \leq C_{4} \mu^{2} 2^{j(s-p)}, \quad-m-1 \leq s \leq[r]-3
\end{align*}
$$

and

$$
\begin{equation*}
\left|d_{j}\right| \leq \mu 2^{j(2-p)} \tag{6.22}
\end{equation*}
$$

for some positive constants $C_{1}, C_{2}, C_{3}$ and $C_{4}$ independent of $j$ and $\mu$.

Proof. We denote $\varepsilon=\mu^{2}$. First introduce a transformation of coordinates

$$
T_{n}: \bar{\Omega} \ni(x, t) \mapsto(\xi, \eta)=\left(\psi_{n}(x, t), t\right) \in \bar{\Omega},
$$

where
(6.23) $\psi_{n}$ is a sufficiently smooth solution to (2.15) with $\widetilde{u}=J_{\delta_{n}} \widetilde{u}_{n}$.

In the sequel we always assume that $\varepsilon$ is so small that Lemma 2.1 and Lemma 2.2 hold. Therefore the problem (6.9)-(6.10) is reduced to

$$
\begin{aligned}
& L_{1}(u, v) \equiv \partial_{\eta} u_{n}-\left(k^{2}+d_{n}\right) \sigma \partial_{\xi} v_{n}+a_{11} u_{n}+a_{12} v_{n}=\chi\left(g_{n}\right)_{1}, \\
& L_{2}(u, v) \equiv \partial_{\eta} v_{n}-\sigma \partial_{\xi} u_{n}+a_{21} u_{n}+a_{22} v_{n}=\chi\left(g_{n}\right)_{2},
\end{aligned}
$$

where $\sigma$ is given by (2.20), with $\widetilde{v}=J_{\delta_{n}} \widetilde{v}_{n}$. For convenience, we denote $U_{n} \circ T_{n}^{-1}, g_{n} \circ T_{n}^{-1}, \ldots$ by $U_{n}, g_{n}, \ldots$ This is a strictly hyperbolic system with $C^{r-3}$ coefficients if $d_{n}>0$, and hence always admits a solution in $H^{q}(\Omega), q=[r]-3$, to its Cauchy problem with (6.11). Moreover, by the property of the propagation at finite speed, the above solution is of compact support in $\xi$. More precisely, its support is contained in

$$
\begin{gathered}
\left\{(\xi, \eta) ;-\frac{1}{2}-|\eta| \sup \left|\sigma \sqrt{k^{2}+d_{n}}\right| \leq \xi \leq \frac{1}{2}+|\eta| \sup \left|\sigma \sqrt{k^{2}+d_{n}}\right|\right\} \\
\subset[-1,1] \times[-1,1]
\end{gathered}
$$

if $\varepsilon$ is small. After pulling back to the original coordinates it is still in $H^{q}(\Omega)$ and of compact support in $x$. By (2.17), we have

$$
\partial_{t} k+\frac{1}{2}\left(\hat{u}+\varepsilon J_{n}\left(P \widetilde{u}_{n}\right)\right) \partial_{x} k=\partial_{\eta} k .
$$

By the extended assumption (A), all the hypotheses in Theorem 5.3 are satisfied as long as

$$
\left|J_{n}\left(P \widetilde{U}_{n}\right)\right|_{m+4} \leq 1
$$

Therefore, by Theorem 5.3 we obtain for $s \leq[r]-3$

$$
\begin{equation*}
\left\|U_{n}\right\|_{s} \leq C_{s}\left(\left\|\chi g_{n}\right\|_{s+m+1}+(s-2)^{+}\left(\left\|J_{n} P \widetilde{U}_{n}\right\|_{m+s+2}+1\right)\left\|\chi g_{n}\right\|_{m+3}\right) . \tag{6.24}
\end{equation*}
$$

Such an estimate holds in the coordinate system $\{(\xi, \eta)\}$. By Lemma 2.2 and the interpolation inequality, it is easy to see that it also holds in $\{(x, t)\}$.

In what follows, we shall prove Lemma 6.1 by induction on $j$.
If $j=0,(6.19)_{0^{-}}(6.22)_{0}$ are trivial for any positive constant $\mu$. Note $\widetilde{U}_{0}=e_{-1}=0$ and $g_{0}=-J_{0}(P F(0))$. Then $(6.21)_{0}$ comes from (6.5) and (6.6). Also $d_{0}=\sup |F(0)| \leq C \mu^{2} \leq \mu$, if $C \mu \leq 1$.

The proof for $(6.18)_{1}$. By $(6.24)$, we have

$$
\begin{aligned}
\left\|U_{0}\right\|_{s} & \leq C\left(\left\|\chi g_{0}\right\|_{s+m+1}+(s-2)^{+}\left\|\chi g_{0}\right\|_{m+3}\left(\left\|\widetilde{U}_{0}\right\|_{s+m+2}+1\right)\right) \\
& \leq C C_{4} \mu^{2} \leq \mu
\end{aligned}
$$

if $C C_{4} \mu \leq 1$. This proves $(6.18)_{1}$.
Now let us assume $(6.18)_{n}$ and $(6.19)_{n-1^{-}}(6.22)_{n-1}$ are valid for all $n \geq 1$. We shall prove $(6.19)_{n^{-}}(6.22)_{n}$ and $(6.18)_{n+1}$ successively.

The proof for $(6.19)_{n}$. First note

$$
\begin{aligned}
\left\|\widetilde{U}_{n}\right\|_{s} & \leq \sum_{j=0}^{n-1}\left\|U_{j}\right\|_{s} \leq \mu \sum_{j=0}^{n-1} 2^{j(s-p)} \\
& \leq \begin{cases}\mu 2^{n(s-p)} \sum_{j=1}^{\infty}\left(\frac{1}{2}\right)^{j(s-p)} & \text { if } s>p \\
\mu \sum_{j=0}^{\infty}\left(\frac{1}{2}\right)^{j\{p-[p]\}} & \text { if } s<p\end{cases}
\end{aligned}
$$

This implies the first part of $(6.19)_{n}$ if we take $C_{1}=1 /\left\{1-2^{[p]-p}\right\}$. The second part of $(6.19)_{n}$ is the immediate consequence of (6.5). And (6.6) yields

$$
\left\|\left(I-J_{n}\right) P \widetilde{U}_{n}\right\|_{s} \leq C_{5} \mu 2^{n(s-q)}\left\|P \widetilde{U}_{n}\right\|_{q} \leq C_{1} C_{5} \mu 2^{n(s-p)}
$$

Hence we get the last part of $(6.19)_{n}$ by taking $C_{2}=C_{1} C_{5}$.
Throughout the following argument we always assume $\varepsilon_{*}$ so small that

$$
\left|\widetilde{U}_{n}\right|_{m+4},\left|J_{n} P \widetilde{U}_{n}\right|_{m+4} \leq 1
$$

This is possible because $p=r-m-5-r_{0}>m+6$ and

$$
\left|\widetilde{U}_{n}\right|_{m+4} \leq C| | \widetilde{U}_{n} \|_{m+6} \leq C C_{1} \mu \leq C C_{1} \sqrt{\varepsilon_{*}}
$$

The proof for $(6.20)_{n}$. We shall estimate each three terms in the sum $e_{n-1}=e_{n-1}^{\prime}+e_{n-1}^{\prime \prime}+e_{n-1}^{\prime \prime \prime}$. First by (6.14)

$$
e_{n-1}^{\prime}=\left(F^{\prime}\left(\widetilde{U}_{n-1}\right)-F^{\prime}\left(J_{n-1} P \widetilde{U}_{n-1}\right)\right) U_{n-1}
$$

we have from (2.10)-(2.11)

$$
\left.\begin{array}{rl}
e_{n-1}^{\prime}= & \left.\left.\int_{0}^{1} F^{\prime \prime}\left(\widetilde{U}_{n-1}+\lambda\left(I-J_{n-1} P\right) \widetilde{U}_{n-1}\right)\right)\left(U_{n-1},\left(I-J_{n-1} P\right) \widetilde{U}_{n-1}\right)\right) d \lambda \\
= & \frac{1}{2} \varepsilon\left(\begin{array}{cc}
\left(I-J_{n-1}\right) P \widetilde{u}_{n-1} & K\left(I-J_{n-1}\right) P \widetilde{v}_{n-1} \\
-\left(I-J_{n-1}\right) P \widetilde{v}_{n-1} & \left(I-J_{n-1}\right) P \widetilde{u}_{n-1}
\end{array}\right) \partial_{x} U_{n-1} \\
& +\left(\begin{array}{cc}
\left.a a_{11}\right] & {\left[a_{12}\right]} \\
{\left[a_{21}\right]} & {\left[a_{22}\right.}
\end{array}\right]
\end{array}\right) U_{n-1}, \quad \text {, }
$$

where $\left[a_{i j}\right]$ is given by

$$
\left[a_{i j}\right]=\int_{0}^{1} \frac{\partial a_{i j}}{\partial(U)}\left(\widetilde{U}_{n-1}+\lambda\left(I-J_{n-1} P\right) \widetilde{U}_{n-1}\right)\left[\left(I-J_{n-1} P\right) \widetilde{U}_{n-1}\right] d \lambda .
$$

By the interpolation inequality as done in proving (5.12) and (5.13), we get for all $-m-1 \leq s \leq[r]-m-5$,

$$
\begin{align*}
&\left\|e_{n-1}^{\prime}\right\|_{s+m+1}  \tag{6.25}\\
& \leq C_{6}\left\|U_{n-1}\right\|_{s+m+2}\left\|\left(I-J_{n-1}\right) P \widetilde{U}_{n-1}\right\|_{2} \\
&+C_{6}\left\|U_{n-1}\right\|_{3}\left\|\left(I-J_{n-1}\right) P \widetilde{U}_{n-1}\right\|_{s+m+1} \\
&+C_{6}\left\|U_{n-1}\right\|_{3}\left\|\left(I-J_{n-1}\right) P \widetilde{U}_{n-1}\right\|_{2}\left(\left\|\widetilde{U}_{n-1}\right\|_{s+m+1}+1\right) \\
& \leq 2 C_{6} C_{1} C_{2} \mu^{2}\left(2^{(n-1)(s+m+4-2 p)}+2^{(n-1)\left[5-2 p+(s+m+1-p)^{+}\right]}\right) \\
& \leq 4 C_{6} C_{1} C_{2} \mu^{2} 2^{(n-1)(s-p)},
\end{align*}
$$

if $p>m+6$. Next, recall from (6.16)

$$
\begin{aligned}
e_{n-1}^{\prime \prime \prime} & =\int_{0}^{1}\left[F^{\prime}\left(\widetilde{U}_{n-1}+\lambda U_{n-1}\right)-F^{\prime}\left(\widetilde{U}_{n-1}\right)\right] U_{n-1} d \lambda \\
& =\binom{u_{n-1} \partial_{x} u_{n-1}-\frac{1}{2} k^{2} v_{n-1} \partial_{x} v_{n-1}}{u_{n-1} \partial_{x} v_{n-1}-\frac{1}{2} v_{n-1} \partial_{x} u_{n-1}}+\left(\begin{array}{ll}
{\left[\left[a_{11}\right]\right],} & {\left[\left[a_{12}\right]\right]} \\
{\left[\left[a_{21}\right]\right],} & {\left[\left[a_{22}\right]\right]}
\end{array}\right) U_{n-1},
\end{aligned}
$$

where

$$
\left[\left[a_{i j}\right]\right]=\int_{0}^{1} \int_{0}^{1} \frac{\partial a_{i j}}{\partial U}\left(\widetilde{U}_{n-1}+t \lambda U_{n-1}\right) U_{n-1} d \lambda d t
$$

In a similar argument we can also derive $\left\|e_{n-1}^{\prime \prime \prime}\right\|_{s}$ controlled by the
right-hand side of (6.25). Analogously, we have by (6.15)

$$
\begin{aligned}
& \left\|e_{n-1}^{\prime \prime}\right\|_{s+m+1} \\
& \leq C_{7} d_{n-1}\left\|\partial_{x} v_{n-1}\right\|_{s+m+1}\left(\left\|J_{n-1} P \widetilde{U}_{n-1}\right\|_{2}+1\right) \\
& +C_{7} d_{n-1}\left\|\partial_{x} v_{n-1}\right\|_{2}\left(\left\|\widetilde{U}_{n-1}\right\|_{s+m+1}+1\right) \\
& \leq C_{7} C_{1} C_{2} \mu^{2}\left(2^{(n-1)(s+m+4-2 p)}+2^{(n-1)\left[5-2 p+(s+m+1-p)^{+}\right]}\right) \\
& \leq 2 C_{7} C_{1} C_{2} \mu^{2} 2^{(n-1)(s-p)},
\end{aligned}
$$

since $p>m+6$. Combining the above estimates soon gives $(6.20)_{n}$ if we take $C_{3}=4 C_{1} C_{2}\left(C_{6}+C_{7}\right)$.

The proof for $(6.21)_{n}$. Note

$$
\begin{aligned}
\left\|E_{n-1}\right\|_{[r]-4} & \leq \sum_{j=0}^{n-2}\left\|e_{j}\right\|_{[r]-4} \leq C_{3} \mu^{2} \sum_{j=0}^{n-2} 2^{j([r]-m-5-p)} \\
& \leq 2 C_{3} \mu^{2} 2^{(n-2)([r]-m-5-p)}
\end{aligned}
$$

since $[r]-m-5-p=r_{0}-r+[r]=\bar{\varepsilon}>0$ by the choice of $\bar{\varepsilon}$. With the aid of (6.5) or (6.6), it implies

$$
\begin{aligned}
\left\|\left(J_{n-1}-J_{n}\right) E_{n-1}\right\|_{s+m+1} & \leq C_{8} 2^{(n-1)[s+m+1-([r]-4)]}\left\|E_{n-1}\right\|_{[r]-4} \\
& \leq C_{8} C_{3} \mu^{2} 2^{(n-1)(s-p)}
\end{aligned}
$$

for all $-m-1 \leq s \leq[r]-3$. Now we have by (6.13)

$$
\begin{aligned}
\left\|g_{n}\right\|_{s+m+1} \leq & \left\|\left(J_{n-1}-J_{n}\right) P F(0)\right\|_{s+m+1} \\
& +\left\|\left(J_{n-1}-J_{n}\right) P E_{n-1}\right\|_{s+m+1}+\left\|J_{n} P e_{n-1}\right\|_{s+m+1} \\
\leq & C_{8} 2^{n(s-p)}\|F(0)\|_{p+m+1}+C_{3} C \mu^{2} 2^{n(s-p)}+C C_{3} \mu^{2} 2^{n(s-p)} \\
\leq & C\left(C_{8}+2 C_{3}\right) \mu^{2} 2^{n(s-p)}
\end{aligned}
$$

since $p+m+1=r-4-r_{0}>r-5>0$. This implies $(6.21)_{n}$ if we take $C_{4}=C\left(C_{8}+2 C_{3}\right)$.

The proof for $(6.22)_{n}$. By the definition of $d_{n}$ in (6.12) and (6.17), we have

$$
\begin{aligned}
d_{n} & \leq \sup \left|e_{n-1}\right|+\sup \left|\left(I-J_{n-1}\right) P\left(F(0)+E_{n-1}\right)\right| \\
& \leq 2 C C_{3}\left(\mu^{2}+\|F(0)\|_{2}\right) 2^{(n-1)(2-p)} \leq 4 C^{\prime} C_{3} \mu^{2} 2^{n(2-p)}
\end{aligned}
$$

for some constant $C^{\prime}$. This implies $(6.22)_{n}$ if $4 C^{\prime} C_{3} \mu \leq 1$.

The proof for $(6.18)_{n+1}$. By (6.24), we have

$$
\begin{aligned}
\left\|U_{n}\right\|_{s} & \leq C_{9}\left(\left\|\chi g_{n}\right\|_{s+m+1}+(s-2)^{+}\left\|\chi g_{n}\right\|_{m+3}\left\|J_{n} P \widetilde{U}_{n}\right\|_{s+m+2}\right) \\
& \leq C_{9}\left(C_{4}+C_{2}\right) \mu^{2}\left(2^{n(s-p)}+2^{n\left[(-4-p)+(s+m+2-p)^{+}\right]}(s-2)^{+}\right) \\
& \leq 2 C_{9}\left(C_{4}+C_{2}\right) \mu^{2} 2^{n(s-p)}
\end{aligned}
$$

since $p>m+6$. Then $(6.18)_{n+1}$ is proved if $\mu$ is so small that $2 C_{9}\left(C_{3}+\right.$ $\left.C_{4}\right) \mu \leq 1$. We have completed the proof of the present lemma. q.e.d.

Now we finish the proof of our main result, Theorem 1.1.
Proof. From the assumption (A) it is easy to see $m=\max \left\{l_{+}, l_{-}\right\} \leq$ $l$. So we take $q=[r]-3$ and $r_{0}=\bar{\varepsilon}+r-[r] \in(0,1)$ with $\bar{\varepsilon}>0$, such that $p=r-l-5-r_{0}>l+6$ and $p<q-l-2=[r]-5-l$. This is possible by the assumption $r>2 l+12$. Therefore all the requirements in Lemma 6.1 are fulfilled. By (6.18), it follows

$$
\sum\left\|U_{j}\right\|_{[p]} \leq \mu \sum 2^{-(p-[p]) j}<\infty .
$$

This implies, by the definition of $\widetilde{U}_{j}$ in (6.8), that $\widetilde{U}_{j} \rightarrow \widetilde{U}$ in $H^{[p]}(\Omega)$ as well as in $C^{[p]-2}(\bar{\Omega})$. Moreover, we have

$$
F(\widetilde{U})=\lim _{j \rightarrow \infty} F\left(\widetilde{U}_{j}\right) \text { in } C^{[p]-3},
$$

and for $|x| \leq 1 / 8$

$$
|F(\widetilde{U})| \leq \lim _{j \rightarrow \infty} d_{j}=0
$$

So $\widetilde{U}=(\widetilde{u}, \widetilde{v})$ is a $C^{[p]-2}$ solution to (2.8) for $|x| \leq 1 / 8$ and $|t| \leq 1$. In fact, $\widetilde{U}$ is a $C^{p-\delta-2}$ solution for small $\delta>0$. To see this, we use the interpolation inequality to get by (6.18)

$$
\left\|U_{j}\right\|_{p-\delta} \leq C\left\|U_{j}\right\|_{[p]}^{[p]+1-p+\delta}\left\|U_{j}\right\|_{[p]+1}^{p-[p]-\delta} \leq C \mu^{-j \delta} .
$$

By (2.4) and (2.13) we can find $L, M$ and $N$ in $C^{p-2-\delta}$ satisfying the Gauss-Codazzi system near $x=t=0$. Finally, by the Fundamental Theorem on Differential Geometry we can find the expected $C^{p-\delta} \subset$ $C^{r-6-l}$ isometric embedding near $x=t=0$, by choosing $\delta$ small. This ends the proof for Theorem 1.1.
q.e.d.

## 7. Remarks on the hypothesis

In this section, we shall discuss the hypothesis in the main result. Let us recall the assumption (A). We make a slight change in the presentation.

For a fixed positive integer $l$, some small constant $\delta>0$ and a pair of orthogonal unit vectors ( $\eta, \nu$ ), the following holds in a neighborhood $N$ of 0: for any $C^{1}$ function $u$ with $|u|_{C^{1}(N)}<\delta$, there exist finitely many curves $\gamma_{i}, i=1, \ldots, l$, meeting at the origin nontangentially, such that $N$ is separated into finitely many subdomains by $\gamma_{i}, i=1, \ldots, l$, and $\partial_{\nu} K+u \partial_{\eta} K$ changes its sign only across $\gamma_{1}, \ldots, \gamma_{l}$. Moreover, none of the curves $\gamma_{i}, i=1, \ldots, l$, is tangent to $\eta$ and $\nu$.

As mentioned in the introduction, the assumption (A) has a simple geometric interpretation. It means that the zero set of $\partial_{\nu} K$ consists of finitely many curves meeting nontangentially at the origin and that such a picture is preserved under the perturbation of the directional derivatives of $K$.

Now we give several classes of Gaussian curvature satisfying (A).

### 7.1 The Gaussian curvature vanishes at finite orders and leading polynomials are decisive

If $K$ vanishes at a finite order, then $u \partial_{\eta} K$ is a small perturbation of the lowest order of $\partial_{\nu} K$. We let

$$
K=-P(x, t)+o\left(|(x, t)|^{n}\right),
$$

where $P$ is a homogeneous polynomial of an even degree $n$. We know the zero set of $\partial_{\nu} P$ consists of finitely many straight lines intersecting at 0 . We need to check whether this picture is stable.

Lemma 7.1. Suppose $K$ is given in a neighborhood $N$ of 0 by

$$
\begin{equation*}
K=-\left(\nu_{1} \cdot(x, t)\right)^{2} \cdots\left(\nu_{k} \cdot(x, t)\right)^{2} Q(x, t)+\text { h.o.t. } \tag{7.1}
\end{equation*}
$$

where $Q(x, t)$ is a homogeneous polynomial with $Q(x, t)>0$ for $(x, t) \neq$ 0 and $\nu_{1}, \ldots, \nu_{k}$ are distinct unit vectors. Then $K$ satisfies the assumption (A).

Remark. Note $\nu_{i} \cdot(x, t)$ is a homogeneous linear function for each $i=1, \ldots, k$. Hence (7.1) means we do not allow linear factors with the higher order in the leading polynomials. On the other hand, linear factors may not be present at all.

Proof. Let $P$ be the homogeneous polynomial of an even degree $n$ given by

$$
\begin{equation*}
P(x, t)=\left(\nu_{1} \cdot(x, t)\right)^{2} \cdots\left(\nu_{k} \cdot(x, t)\right)^{2} Q(x, t) . \tag{7.2}
\end{equation*}
$$

We may write

$$
K=-P(x, t)+R(x, t)=-P(x, t)+o\left(|(x, t)|^{n}\right),
$$

where $R$ consists of higher order terms.
We first claim there exists a unit vector $\nu$ such that

$$
\begin{equation*}
\partial_{\nu} P(t, x)=\left(\widetilde{\nu}_{1} \cdot(x, t)\right) \cdots\left(\widetilde{\nu}_{l} \cdot(x, t)\right) Q_{0}(t, x), \tag{7.3}
\end{equation*}
$$

for some distinct unit vectors $\widetilde{\nu}_{1}, \ldots, \widetilde{\nu}_{l}$ and some homogeneous polynomial $Q_{0}(x, t)$ of an even degree, with $Q_{0}(x, t) \neq 0$ for $(x, t) \neq 0$.

Suppose (7.3) holds. Then consider a unit vector $\eta$ orthogonal to $\nu$ and any function $u$ with small $|u|_{C^{1}}$. We have

$$
\partial_{\nu} K+u \partial_{\eta} K=-\partial_{\nu} P+R_{0} \equiv-\partial_{\nu} P+\left(-u \partial_{\eta} P+\partial_{\nu} R+u \partial_{\eta} R\right) .
$$

Compared with $\partial_{\nu} P, \partial_{\nu} R+u \partial_{\eta} R$ is a higher order term, and $-u \partial_{\eta} P$ is a small term, since $|u|_{C^{1}}$ is small. So we need to study the zero set of

$$
\begin{equation*}
\left(\widetilde{\nu}_{1} \cdot(x, t)\right) \cdots\left(\widetilde{\nu}_{l} \cdot(x, t)\right) Q_{0}(t, x)-R_{0}(t, x)=0 \tag{7.4}
\end{equation*}
$$

We can see easily that its zero set consists of $l$ curves through the origin and close to lines $\widetilde{\nu}_{i} \cdot(x, t)=0, i=1, \ldots, l$, and that across these curves the expression $\partial_{\nu} K+u \partial_{\mu} K$ changes its sign. To see this, we fix an $i$ and assume $\widetilde{\nu}_{i} \cdot(x, t)=c_{i}\left(t-a_{i} x\right)$ for some constants $c_{i} \neq 0$ and $a_{i}$. Set

$$
t=a_{i} x+x z(x) .
$$

Substitute in (7.4) and cancel $x^{n-1}$ from both side. We then use the implicit function theorem to get a solution $z(x)$ with small $C^{1}$-norm of $z$. This would finish the proof.

Note (7.3) means that $\partial_{\nu} P$ has no multiple linear factors. We allow irreducible quadratic factors to appear and even to have higher orders.

Next we prove (7.3). We introduce the polar coordinates $(x, t)=$ $(r \cos \theta, r \sin \theta)$. For the unit vector $\nu=(\cos \psi, \sin \psi)$, we have

$$
\begin{aligned}
\partial_{\nu} P & =\cos \psi \partial_{x} P+\sin \psi \partial_{t} P \\
& =\partial_{r} P(\cos \psi \cos \theta+\sin \psi \sin \theta)+\frac{1}{r} \partial_{\theta} P(-\cos \psi \sin \theta+\sin \psi \cos \theta) \\
& =\partial_{r} P \cos (\theta-\psi)-\frac{1}{r} \partial_{\theta} P \sin (\theta-\psi) .
\end{aligned}
$$

Suppose $P=r^{n} f(\theta)$ in polar coordinates. Then we get

$$
\partial_{\nu} P=r^{n-1}\left(n f(\theta) \cos (\theta-\psi)-f^{\prime}(\theta) \sin (\theta-\psi)\right) .
$$

Set

$$
\begin{equation*}
g(\theta)=g(\theta ; \psi)=n f(\theta) \cos (\theta-\psi)-f^{\prime}(\theta) \sin (\theta-\psi) \tag{7.5}
\end{equation*}
$$

Here we view $\psi$ as a parameter. Now we claim that by choosing $\psi$ appropriately the algebraic equation $g(\theta)=0$ does not have multiple roots.

To see this, we first calculate

$$
\begin{equation*}
g^{\prime}(\theta)=(n-1) f^{\prime}(\theta) \cos (\theta-\psi)-\left(f^{\prime \prime}(\theta)+n f(\theta)\right) \sin (\theta-\psi) . \tag{7.6}
\end{equation*}
$$

Note (7.2) implies that if $f\left(\theta_{0}\right)=0$, then $f^{\prime}\left(\theta_{0}\right)=0$ and $f^{\prime \prime}\left(\theta_{0}\right) \neq 0$. Hence for such a $\theta_{0}, g\left(\theta_{0}\right)=0$ and

$$
g^{\prime}\left(\theta_{0}\right)=-f^{\prime \prime}\left(\theta_{0}\right) \sin \left(\theta_{0}-\psi\right) .
$$

Therefore by choosing $\psi$ appropriately $\theta_{0}$ is not a double root of $g(\theta)=$ 0 . In fact there are only two choices of $\psi$ to make $\theta_{0}$ a double root. Now consider the case $g\left(\theta_{0}\right)=0$ and $f\left(\theta_{0}\right) \neq 0$. Then we have by (7.5)

$$
\begin{equation*}
\cos \left(\theta_{0}-\psi\right)=\frac{f^{\prime}\left(\theta_{0}\right)}{n f\left(\theta_{0}\right)} \sin \left(\theta_{0}-\psi\right) \tag{7.7}
\end{equation*}
$$

Substituting (7.7) into (7.6) we get

$$
g^{\prime}\left(\theta_{0}\right)=\left((n-1) \frac{\left(f^{\prime}\left(\theta_{0}\right)\right)^{2}}{n f\left(\theta_{0}\right)}-f^{\prime \prime}\left(\theta_{0}\right)-n f\left(\theta_{0}\right)\right) \sin \left(\theta_{0}-\psi\right) .
$$

Note $\sin \left(\theta_{0}-\psi\right) \neq 0$. Otherwise $g\left(\theta_{0}\right)=n f\left(\theta_{0}\right) \cos \left(\theta_{0}-\psi\right) \neq 0$, which is a contradiction. Now we study the algebraic equation

$$
\begin{equation*}
n f(\theta)\left(f^{\prime \prime}(\theta)+n f(\theta)\right)-(n-1)\left(f^{\prime}(\theta)\right)^{2}=0 . \tag{7.8}
\end{equation*}
$$

Equation (7.8) is independent of $\psi$. It is easy to see that the left side in (7.8) is not identically zero and hence (7.8) has at most finitely many roots $\theta_{1}, \ldots, \theta_{d}$. We may always choose $\psi$ so that $\theta_{1}, \ldots, \theta_{d}$ are not roots to

$$
\cos (\theta-\psi)=\frac{f^{\prime}(\theta)}{n f(\theta)} \sin (\theta-\psi)
$$

In other words, $\theta_{1}, \ldots, \theta_{d}$ are not roots to $g(\theta)=0$.
In conclusion, we have proved that by choosing $\psi$ appropriately if $g\left(\theta_{0}\right)=0$ then $g^{\prime}\left(\theta_{0}\right) \neq 0$. This finishes the proof. q.e.d.

Remark. An important case is given when the linear factors are not present, i.e., the leading polynomial $P(x, t)$ is a homogeneous polynomial such that $P(x, t)>0$ for $(x, t) \neq 0$. Another important case is when the leading polynomial $P$ is a homogeneous quadratic polynomial. This is because a nonnegative homogeneous quadratic polynomial is either the square of a linear function or an irreducible quadratic polynomial. The isometric embedding correspoding to the latter case was discussed by Nakamura [12].

### 7.2 The Gaussian curvature vanishes at finite orders and leading polynomials are not decisive

In some cases when $K$ vanishes at a finite order, we cannot simply look at the leading term. We need to consider the complete expression of $K$. This is the case when the leading polynomials have linear factors of order more than 2 .

Lemma 7.2. Suppose $K$ is given in a neighborhood $N$ of 0 by

$$
\begin{equation*}
K=h(x, t) Q(x, t) \prod_{j=1}^{k}\left(\nu_{j} \cdot(x, t)-c_{j}(x, t)\right)^{2 n_{j}} \tag{7.9}
\end{equation*}
$$

where $h$ is a function with $h(0)<0, Q(x, t)$ is homogeneous polynomial with $Q(x, t)>0$ for $(x, t) \neq 0, n_{1}, \ldots, n_{k}$ are positive integers, $\nu_{1}, \ldots, \nu_{k}$ are distinct unit vectors and $c_{1}, \ldots, c_{k}$ are $C^{1}$ functions with $c_{j}(0)=0$ and $\nabla c_{j}(0)=0$. Then $K$ satisfies the assumption (A).

The assumption (7.9) also has a simple geometric interpretation. The zero set of $K$ consists of finitely many curves nontangentially meeting at the origin and along each curve $K$ preserves its vanishing order except at the origin.

In (7.9), if $n_{1}=\cdots=n_{k}=1$, then $K$ is reduced to the case we just discussed, since it has the form given in (7.1).

The proof of Lemma 7.2 is similar to that of Lemma 7.1. For Lemma 7.1, we showed for some unit vector $\nu$ that the zero set of $\partial_{\nu} K$ consists of finitely many curves $\gamma_{i}, i=1, \ldots, l$, meeting at the origin nontangentially and that $\partial_{\nu} K$ vanishes along each curve $\gamma_{i}$ with the
order one. In (7.9), if $n_{j} \geq 2$ for some $1 \leq j \leq k$, then clearly $\partial_{\nu} K$ vanishes with the multiple order along the curve

$$
\gamma_{j}=\left\{(x, t) ; \nu_{j} \cdot(x, t)-c_{j}(x, t)=0\right\},
$$

for any unit vector $\nu$. We will show by choosing $\nu$ appropriately, these are the only curves where $\partial_{\nu} K$ vanishes with multiple orders. On all other curves in its zero set, $\partial_{\nu} K$ vanishes with the order one.

Proof. Writing $b_{j}(x, t)=\nu_{j} \cdot(x, t)-c_{j}(x, t)$, we have

$$
K=h(x, t) Q(x, t) \prod_{j=1}^{k}\left(b_{j}(x, t)\right)^{2 n_{j}} .
$$

Then for any pair of orthogonal unit vectors $(\eta, \nu)$, we get

$$
\begin{align*}
\partial_{\nu} K= & h b_{1}^{2 n_{1}-1} \cdots b_{k}^{2 n_{k}-1}\left\{Q \left(2 n_{1} \hat{b}_{1} b_{2} \cdots b_{k} \partial_{\nu} b_{1}+\cdots\right.\right.  \tag{7.10}\\
& \left.\left.+2 n_{k} b_{1} \cdots b_{k-1} \hat{b}_{k} \partial_{\nu} b_{k}\right)+\partial_{\nu} Q b_{1} b_{2} \cdots b_{k}+\frac{\partial_{\nu} h}{h} Q b_{1} b_{2} \cdots b_{k}\right\}
\end{align*}
$$

where $\wedge$ indicates the corresponding expression is omitted. Set $l_{j}=$ $\nu_{j} \cdot(x, t)$ for $j=1, \ldots, k$. Inside the parenthesis $\{\cdot\}$ in (7.10), the leading part is the homogeneous polynomial

$$
\widetilde{P}(x, t) \equiv Q\left(2 n_{1} \hat{l}_{1} l_{2} \cdots l_{k} \partial_{\nu} l_{1}+\cdots+2 n_{k} l_{1} \cdots l_{k-1} \hat{l}_{k} \partial_{\nu} l_{k}\right)+\partial_{\nu} Q l_{1} l_{2} \cdots l_{k},
$$

and the rest consists of higher order terms. Then for any function $u$ with small $|u|_{C^{1}}$, we have

$$
\partial_{\nu} K+u \partial_{\eta} K=\sigma b_{1}^{2 n_{1}-1} \cdots b_{k}^{2 n_{k}-1}\{\widetilde{P}+u \widetilde{\widetilde{P}}+\text { h.o.t. }\}
$$

where $\widetilde{\widetilde{P}}$ is obtained from $\widetilde{P}$ with $\partial_{\nu}$ replaced by $\partial_{\eta}$. Note each $b_{j}=0$ gives a curve through the origin tangent to the straight line $L_{i}$ given by $l_{i}=0$.

We claim that $\widetilde{P}$ does not have multiple linear factors and that $l_{1}, \ldots, l_{k}$ are not its linear factors by choosing $\nu$ appropriately. Then a perturbation argument as in the proof of Lemma 7.1 shows that $K$ satisfies (A).

Now we prove the claim. First it is easy to see that $l_{i}$ is not a factor of $\widetilde{P}$ as long as $\nu$ is not orthogonal to the line $L_{i}$ generated by $l_{i}=0$. Since $\left.l_{i}\right|_{L_{i}}=0$, then

$$
\left.\widetilde{P}\right|_{L_{i}}=\left.2 n_{i}\left(Q l_{1} \cdots \hat{l}_{i} \cdots l_{k}\right)\right|_{L_{i}} \partial_{\nu} l_{i}
$$

which is not identically zero if $\nu$ is not orthogonal to $L_{i}$.
Next, we study zeros of $\widetilde{P}$. Since $l_{i}$ cannot be factors for $\widetilde{P}$ by choosing $\nu$ appropriately, we may write $\widetilde{P}$ as

$$
\widetilde{P}=\frac{1}{l_{1}^{2 n_{1}-1} \cdots l_{k}^{2 n_{k}-1}} \partial_{\nu}\left(l_{1}^{2 n_{1}} \cdots l_{k}^{2 n_{k}} Q\right)
$$

Set

$$
\begin{equation*}
F=l_{1}^{2 n_{1}} \cdots l_{k}^{2 n_{k}} Q \text { and } F_{0}=l_{1}^{2 n_{1}-1} \cdots l_{k}^{2 n_{k}-1} \tag{7.11}
\end{equation*}
$$

We then have

$$
\widetilde{P}=\frac{1}{F_{0}} \partial_{\nu} F
$$

We introduce the polar coordinates $(x, t)=(r \cos \theta, r \sin \theta)$. Set

$$
\begin{equation*}
F=r^{n} f(\theta) \text { and } F_{0}=r^{m} f_{0}(\theta) \tag{7.12}
\end{equation*}
$$

For the unit vector $\nu=(\cos \psi, \sin \psi)$, we then have as in the proof of Lemma 7.1

$$
\widetilde{P}=\frac{r^{n-m-1}}{f_{0}(\theta)}\left\{n f(\theta) \cos (\theta-\psi)-f^{\prime}(\theta) \sin (\theta-\psi)\right\}
$$

Set

$$
g(\theta)=g(\theta ; \psi)=\frac{1}{f_{0}(\theta)}\left\{n f(\theta) \cos (\theta-\psi)-f^{\prime}(\theta) \sin (\theta-\psi)\right\}
$$

Here we view $\psi$ as a parameter. To prove that $\widetilde{P}$ does not have multiple linear factors, we will show that the algebraic equation $g(\theta)=0$ does not have multiple roots.

By (7.11) and (7.12), we have

$$
f_{0}\left(\theta_{0}\right)=0 \text { if and only if } f\left(\theta_{0}\right)=0
$$

Hence $1 / f_{0}(\theta)$ is well-defined and not equal to zero for any $\theta$, which is not the root to $f(\theta)=0$. We already proved that the root $\theta_{0}$ to $f(\theta)=0$
cannot be the root to $g(\theta)=0$ by choosing $\psi$ appropriately. Hence we only need to discuss the case $g\left(\theta_{0}\right)=0$ and $f\left(\theta_{0}\right) \neq 0$. Proceed exactly as in the proof of Lemma 7.1, we conclude that by choosing $\psi$ further if $g\left(\theta_{0}\right)=0$ then $g^{\prime}\left(\theta_{0}\right) \neq 0$. This finishes the proof.
q.e.d.

In a special case when $Q \equiv 1$ and $l=1$, the corresponding isometric embedding was discussed by Hong [5]. In this case the Gaussian curvature $K$ has the form

$$
K=h(x, t)(g(x, t))^{2 m},
$$

for some functions $h(x, t)$ and $g(x, t)$ with $h(0)<0, g(0)=0$ and $\nabla g(0) \neq 0$.

### 7.3 The Gaussian curvature vanishes up to infinite orders

The condition (A) also allows $K$ to vanish to infinite orders. In fact, if $\widetilde{K}$ satisfies (A) with $\widetilde{K} \leq 0$, then

$$
K=-\exp \left\{\frac{1}{\widetilde{K}}\right\}
$$

also satisfies (A).
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